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1 Preface

These notes are for a course called Ultraproducts and Their Conse-
quences, to be given at the Nesin Mathematics Village in Sirince, Selcuk,
Izmir, Turkey, in August, 2012. The notes are mainly for my use; they
do not constitute a textbook, although parts of them may have been
written in textbook style. The notes have not been thoroughly checked
for correctness; writing the notes has been my own way of learning some
topics.

The notes have grown like a balloon, at all points: I have added things
here and there as I have seen that they are needed or useful. I have
also rearranged sections. There is too much material here for a week-
long course. Some of the material is background necessary for thorough
consideration of some topics; this background may be covered in a simul-
taneous course in Sirince.

The catalogue listing for the course!(with abstract as submitted by me
on January 27, 2012) is as follows.

Title of course: Ultraproducts and their consequences

Instructor: Assoc. Prof. David Pierce

Institution: Mimar Sinan GSU

Dates: 13-19 Agustos 2012

Prerequisites: Some knowledge of algebra, including the theorem that a
quotient of a ring by an ideal is a field if and only if the ideal is
maximal.

Level: Advanced undergraduate and graduate

Abstract: An ultraproduct is a kind of average of infinitely many struc-
tures. The construction is usually traced to a 1955 paper of Jerzy
Los; however, the idea of an ultraproduct can be found in Kurt

*From  http://matematikkoyu.org/etkinlikler/2012-tmd-lisans-lisansustu/
ultra_pierce.pdf, to which there is a link on http://matematikkoyu.org/
etkinlikler/2012-tmd-1lisans-lisansustu/ as of August 6, 2012.



1 Preface

Goedel’s 1930 proof (from his doctoral dissertation) of the Com-
pleteness Theorem for first-order logic. Non-standard analysis, de-
veloped in the 1960s by Abraham Robinson, can be seen as taking
place in an ultraproduct of the ordered field of real numbers: more
precisely, in an ultrapower. Indeed, for each integer, the ‘average’
real number is greater than that integer; therefore an ultrapower
of the ordered field of real numbers is an ordered field with infinite
elements and therefore infinitesimal elements. Perhaps the first
textbook of model theory is Bell and Slomson’s Models and Ultra-
products of 1969g: the title suggests the usefulness of ultraproducts
in the development various model-theoretic ideas. Our course will
investigate ultraproducts, starting from one of the simplest inter-
esting examples: the quotient of the cartesian product of an infinite
collection of fields by a maximal ideal that has nontrivial projection
onto each coordinate. No particular knowledge of logic is assumed.

Such was the abstract that I submitted in January. I have written the
following notes since then, by way of working out for myself some of the
ideas that might be presented in the course. I have tried to emphasize
examples. In some cases, I may have sacrificed generality for concrete-
ness. A theorem that I might have covered, but have not, is the theorem
of Keisler and Shelah that elementary equivalence is the same thing as
isomorphism of ultrapowers.
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o Notation

The set-theorist’s natural numbers compose the set w:
w=1{0,1,2,...}.

In these notes, this set is used:

1) as an index-set for countably infinite sequences (ay: k € w);
2) as the cardinal number of each countably infinite set.*

The set-theoretic feature of w is that if n € w, then
n={0,...,n—1}.
In particular
0=2, 1={0}, 2={0,1}.

If A and B are sets, we let

AB = {functions from B to A}.
In particular, if n € w, then

A™ = {functions from n to A}.
An element of A™ may be written as either of

(boy- vy bn—1), (0, ..., 0",

and this can be abbreviated by

b

7

*The w here is printed in an upright, ‘roman’ font, since it has a constant meaning.
This means the sloping, ‘italic’ w is available for use as a variable; but in fact it
will not be used here.



in boldface: it is an n-tuple of elements of A. The superscripts in
(b%,...,b" 1) are not exponents, but just (upper) indices; we may use
them, because we shall occasionally use lower indices at the same time,
as for example in consideration of sequences (by: k € w), where by, € A™,
so that

by = (by,...,00 7).

Note that
A ={0} =1.

The ring of (rational) integers is Z, which is a sub-ring of Q, the field of
rational numbers; this in turn is a subfield of R, the field of real numbers.
The set of positive integers can be denoted by N. Thus

N={1,2,3,...}.

One could write this also as w~{0}. Some people also put 0 in N, and that
is fine. However, in these notes, I attempt to distinguish notationally the
two roles of natural numbers: (1) as indices and (2) as rational numbers.
In the former role, the natural numbers compose w; in the latter, N.
It is also just useful to have distinct simple symbols for the two sets
{0,1,2,...} and {1,2,3,... }.



1 Introduction

1.1 Products of fields

Suppose £ is an indexed family (Ko, K1, Ka,...) or (K;: i € w), where
each K, is a field.* For example, each K; might be R, or each K; might
be a different finite field. We can form the Cartesian product of the
family #". This product is denoted by one of the expressions

I1 5. || EZ
1EW
If a belongs to this product, this means
a = (ai: 1€ (U),

where a; € K; in each case. Here a is simply a function on w that, at
every element 4 of this domain, takes a value in K;; we write this value
as a;, though it could be written also? as a(i) or a'.

The product [[# is a ring in the obvious way, with respect to the
termwise operations:

a+b=(a;+b;:i€w),
—a=(—a;: 1 €w),
= (0:i € w)=(0,0,0,...),
a-b= (a bt i € w),
—(liicw) = (L11,...).

*The basic of rings and fields are reviewed, for completeness, in Chapter 8; but it is
assumed that the reader is already somewhat familiar with them. In the present
section, we could work with an arbitrary index set Q in place of w. Later (§3.2)
we shall do this; but there is no obvious need to do so now.

2Even the notation i might be used. Indeed, a“ is used below (p. 97, §8.4) for the
image under an automorphism o of an element a of a given field.

10



1.2 Ultrapowers of the field of real numbers

Suppose M is a mazimal ideal of the ring [[#. Then the quotient
[12# /M is a field, called an ultraproduct of the family .#". We want
to understand this ultraproduct.

There is a trivial case. There may be some j in w such that
M:{xEH%:xj:O}.
Then M is a principal ideal: it is generated by an element
(1,...,1,0,1,...),

where every entry is 1, except the entry 0 with index j. For, if this
element of M is ¢, then for every a in M we have a = a-¢. In this case

s+ M=y+M < x; =y;.

Thus [[# /M = K; under the map = — x;. This isomorphism consti-
tutes a proof that the ideal (¢) generated by ¢ is indeed maximal (since
the quotient of a ring by an ideal is a field if and only if the ideal is
maximal3). By contrast, if I is an ideal generated by an element

(1,...,1,0,1,...,1,0,1,...),

with two zero entries, indexed by j and ¢ respectively, then [[ .2 /1 &
K; x K. Since then K; x K is not a field—since for example the nonzero
elements (1,0) and (0, 1) are not invertible—, I must not be maximal.

If M is a nonprincipal maximal ideal of [[.#, then the ultraproduct
[1# /M will be seen to be a kind of ‘average’ of the fields K;. But this
must be properly understood. More precisely, if a € [[ %, then a + M
will be a kind of average of the individual elements a; of the factors K;.
We consider a particular example in the next section.

1.2 Ultrapowers of the field of real numbers

If each K; is R, then the product [[,., K; is the power R®. If M
is a maximal ideal of this ring, then the quotient R® /M is called an

3This is written out and proved below as Theorem 16 on page 86; but the reader
should already be familiar with it.

11



1 Introduction

ultrapower of R. The field R embeds in R® /M under the diagonal
map,
e (x,z,2,...)+ M.

The diagonal map is so called, presumably because of the similarity of its
definition to that of the map z ~ (z,7) from R to R? whose range
is called a ‘diagonal’ line.# Perhaps we are likely to consider points
(z,z,2,...) of R® themselves as horizontal lines, as in Figure 1.1. It

0 1 2 3 4

Figure 1.1: The diagonal map

should be clear that the diagonal map is an embedding of R in R% /M:
it is a monomorphism, with trivial kernel. For, if z # 0, then for every
element a of R® we have
a= (@7E7%7...) N(zyzyz,. ) = (ﬁzie w) (z:i € w).
r xx T
Thus, if it were possible that « # 0, but (z,z,z,...) € M, then M would
be the improper ideal R®.

If M is a non-principal maximal ideal of R, then the diagonal embedding
of R in R®/M is not surjective: it is not an epimorphism. For, the
element (1,2, 3,...)+M of the quotient is not in its range. See Figure 1.2.
Indeed, suppose if possible

(1,2,3,...)+ M = (z,x,z,...) + M,

4Etymologically speaking, a diagonal line is a line joining two angles of a polygon.

12



1.2 Ultrapowers of the field of real numbers

0 1 2 3

Figure 1.2: An infinite element of R® /M

so that (1 —x,2 —x,3—1x,...) € M. If x ¢ N, then for every a in R®
we have
( ap ai a9
a = ; ; y
l-z'2—2 3—=x
which must be in M; and this contradicts that M is proper. If x € N,
so that 1 — x is a non-positive element n of Z, then M contains (n,n +
1,...,-1,0,1,2,...), and therefore M also contains (1,...,1,0,1,...),
because this is

_”).(1,%2,%3,1’“,),

(n,n+1 1012)(11 Lol )
n,n+1,...,—1,0,1,2 ... wnrr oY)
Thus M includes a principal maximal ideal as before, so M itself is either
principal or improper.

On the assumption that M is a nonprincipal maximal ideal of R, we
have shown that the element (1,2,3,...) 4+ M of the quotient R® /M is
not in the image of R under the diagonal map. But this element will be
seen as a kind of average of the elements of N. Indeed, for every m in N,
all but finitely many elements of N are greater than m. So the ‘average’
element of N is greater than m. And we shall see that

(1,2,3,...) + M > (m,m,m,...)+ M.

Since this will be true for all m in N, the element (1,2,3,...) + M of
R« /M will be infinite.

13



1 Introduction

But so far, all we know is that R® /M is a field. We now want to show
that it has a (linear) ordering that makes it into an ordered field.

1.3 Ordered rings

In these notes, a ring is always a commutative unital ring. Then an or-
dered ring (or more precisely a partially ordered ring) is a pair (R, R1),
where R is a ring in our sense, and RT is a subset of R that is closed
under addition and multiplication and that, for all  in R, contains both
xz and —z if and only if x = 0. That is,

reR & ye R = z4+ye R & zy € R,
re€R & —x€R = z=0,
0€R.

In this case, we can define
r<y <= y—x€R".

Then
Rt ={r e R:0< x}.

The set RT is the positive cone of <. However, only the elements of
R < {0} should be called positive.5 It follows that

(1) the relation < is reflexive, that is,
T <,

sincex —x € RT;

5The Wikipedia article ‘Ordered ring’ defines this as what, for present purposes,
should be called a linearly or totally ordered ring: it meets the additional condition
that at least one of x and —z is always in RT. Then what for us is an ordered ring
is what, for the Wikipedia article, should be called a partially ordered ring; but
the article defines no such thing. At least this is the situation as of July 22, 2012.
The notation Rt and the term positive cone are used only in another Wikipedia
article, ‘Partially ordered group’. The notation and term are unfortunate, since
the positive cone in the present sense contains 0, but the real number 0 is not
normally considered positive. We could define ordered rings in terms of the set
{xz: x > 0}; but then the possibility of positive zero-divisors would have to be dealt
with; also, there would be a complication in the definition of the product order.

14



1.3 Ordered rings

(2) the relation < is anti-symmetric, that is,
r<y & y<r = v =y,

since if y — 2 and o — y are in R™, then they must be 0;
(3) the relation < is transitive, that is,

r<y & y<z = x <z
since if y — x and z — y are in RT, so is their sum, z — x.

The relation < is thus a (partial) ordering of R, induced by RT. More-
over,

(4) this ordering is translation-invariant, that is,
Ty = z+z2z<y+z,

since if y — xz is in RY, sois (y + 2z) — (z + 2). Finally,
(5) multiplication by positive elements preserves the ordering, that is,

r<y & 0<z = xz<yz,

since if y — x and z are in R, so is their product, zy — zz.

Conversely, these properties of < imply that the set {x € R: 0 <z} is a
positive cone that induces the ordering <. So we can write (R, RT) also
as (R, X).

Suppose ((R;, Rj"): i € I) is an indexed family of ordered rings. Then

easily the product
(1% 117)

el el

is an ordered ring. For example, the ‘Cartesian plane’ R? (that is, RxR) is
an ordered ring whose positive cone is the first quadrant. See Figure 1.3.
However, this quadrant is not the positive cone of an ordering of C,
since it is not closed under complex multiplication. The complex field
does however have an ordering, whose positive cone consists of the non-
negative real numbers (as in Figure 1.3). In this ordering, a + bi < x + yi

15



1 Introduction

Y
Y

Figure 1.3: The positive cones of R? and C

if and only if a <  and b = y. The product-ordering of the power R% is
given by the rule

0<z —= 0<20 & 021 & 020 & ... — /\Ogmi.

1EwW

Suppose again (R, R1) is an arbitrary ordered ring, and I is an ideal of
R. We let
R )I={x+1€R/I:x €I}

It is possible that @ + I € R*/I although x ¢ R*. The set RT/I is
closed under addition and multiplication. So it is the positive cone of an
ordering of R/I if and only if

4+ 1€RYI & —a+1eR I — z+1=1,
that is (since —z + I € R /I means x +y € I for some y in RT),
r€ERT & yeRT & v+yel = zel

(By symmetry, y € I can also be concluded.) For example, the only
proper, non-trivial ideals of the product ring R? are the principal ideals
generated respectively by (1,0) and (0,1). These ideals meet the desired
condition with respect to the product ordering, and the quotient (in either
case) is an ordered ring that is order-isomorphic to R.

16



1.3 Ordered rings

The same is true for ideals I of R®. Indeed, suppose x and y in R® are
positive or zero (that is, x; > 0 and y; > 0 in each case), and z +y € I.
Since

z;i+y; =0 = z; =0,

it follows that « € I. Indeed, under the hypothesis, z = (z+y)z, where

I vif(xi +yi), fxi+y #0,

Thus R /T is ordered.

Now let M be a maximal ideal of R®. We want to show that the ordering
of R®/M is linear. For every a in R®, we have a + M > 0 if and only if
there is b in M such that a + b > 0, that is, a; + b; > 0 in each case. If
there is such an element b of M, it meets the condition

b, =0 = a; > 0.
In this case, replacing b with an appropriate product be, we may assume
bi=0 < a; > 0. (%)

Moreover, this condition on an element b of M is sufficient—not to ensure
that a +b > 0, but to ensure that a +d > 0 for some d in M. This d
could be e - b, where, if b; # 0, so that a; < 0, then
—2&,’
€= —-.
% bZ
We can see now that the following are equivalent:

e a+M>=0.
e M has an element b such that (%) holds.
e M contains every element b of R® such that (%) holds.

Suppose one of these conditions fails. Then there is some b in R® ~ M
such that (%) holds. In this case, since M is maximal,

M+ (b) =R<.

17



1 Introduction

In particular, (1,1,1,...) € M + (b). Hence M has an element ¢ such
that
bi =0 = C; 75 0,

that is,
a; 20 = ¢ 75 0.

As before, by replacing ¢ with a multiple of it, so that ¢; = 0 when a; < 0,
Wwe may assume
a; 20 <= ¢; #0;

indeed, M contains every such element ¢ of R®. Then not only does M
contain c¢ such that a; + ¢; # 0 for all 7 in w, but it contains ¢ such that
a;+¢; < 0 for all 7 in w. Consequently a+ M < 0, under the assumption
that a + M is not positive. Thus the ordering of R® /M is linear.

1.4 Non-standard analysis

Suppose now M is a non-principal maximal ideal of RY. If m € N, we
want to show finally

(1,2,3,...) + M > (m,m,m,...)+ M,
that is,
1-m,2-m,3—m,...,—1,0,1,2,3,...)+ M > 0.
It is enough to show that M has an element a such that
i<m = a; #0. (t)

Again, M is maximal, but not principal. In particular, it is not included
in the principal maximal ideal generated by an element (1,...,1,0,1,...).
Then for all j in w, M has an element that is nonzero at j. Therefore
M contains &7, where

Lo, ifi#£ g

Then M contains 8°+- - -+8™~1 which is an element a as desired in (7).

18



1.4 Non-standard analysis

We may assume that Q is included in every ordered field. An element
of an ordered field that is greater than every element of Q is infinite;
an element whose absolute value is less than every positive element of
Q is infinitesimal. We have now shown that R® /M has infinite ele-
ments. Therefore it also has nonzero infinitesimal elements (namely the
reciprocals of the infinite elements). Thus the possibility is opened up of
saying that a function f from R to R is continuous at a if f(a) — f(x) is
infinitesimal whenever a — x is infinitesimal.

However, R itself contains no infinitesimals; so if a € R, but a — z is
infinitesimal, then = ¢ R. However, x might be in R® /M. So we want
to extend f to a function *f on R® /M. It is obvious how to do this: If
a € R, then we should define

“fla+ M) = (f(a;): 1€ w)+ M.
However, we must check that such a function *f exists: we must show
a+M=b+M = (f(a;):i€w)+M=(f(b;):i€w)+ M,

or rather
a—-beM = (f(a;))— f(b;):i€w)e M.

But this is true since
a; —b; =0 = f((ll) - f(bl) =0,
so that, as before, (f(a;) — f(b;): ¢ € w) is a multiple of a — b.

We have been using implicitly (or proving special cases of) the lemma
that if
a; =0 = bl =0

and a € M, then b € M. For an arbitrary element a of R”, we define
supp(a) = {i € w: a; # 0}.
Let us now write m for supp[M]; that is,
m = {supp(z): x € M}.
Then M is determined by m, and moreover

M ={z € R”: supp(z) € m}.

19



1 Introduction

The subset m of &(w) has the following properties:

@ em,
XCY & Yem = X em,
Xem&Yem — XUY em.

Indeed, the first of these properties follows because 0 € M. The second
is by the lemma just mentioned. For the third, if supp(a) = X and
supp(b) =Y, then supp(c-b) =Y ~\ X for some ¢, and then

supp(a+c-b) =X UY.

Let us write u for Z(w) ~ m. Then we have

wEu,
XCY & Xeu = Yeu,
Xeu & Yeu = XNY eu

Finally,
Xem < X¢u

Elements of m will be called small; elements of u, large. If a+M = b+M,
that is, a—b € M, this means supp(a —b) € m, that is, a and b differ on a
small subset of w, but they agree on a large subset of w. Then the same
is true of (f(a;): 7 € w) and (g(a;): i € w). Thus there is a well-defined
function *f as above.

Much more now follows. For example, R® /M is real-closed, that is, it
satisfies the Intermediate Value Theorem for polynomial functions. In-
deed, suppose p is a polynomial (in one variable) with coefficients from
R® /M such that, for some a and b in R® /M, we have p(a) < 0 and
p(b) > 0. We may assume a < b. It follows that

{iva; <b}eu

The value p(a) of p at a can be written as (p;(a;): ¢ € w), where p;
is obtained from p by replacing its coefficients with their values at 1.
Then the sets {i: p;(a;) < 0} and {i: p;(b;) > 0} are large, and therefore
their intersection is large, and therefore (by the usual Intermediate Value

20



1.4 Non-standard analysis

Theorem for R) there are ¢; between a; and b; for a large set of ¢ such
that p;(c;) = 0. Choosing ¢; for the other i arbitrarily, we have a < ¢ < b,
and p(c) = 0.

In model-theoretic terms, R® /M is an elementary extension of R. This
is a special case of a general theorem, ¥.0§’s Theorem, which is fairly easy
to prove, once one understands what it is all about. The theorem itself is
Theorem 4 on page 43 below; the pages before then are preparation for
it. First we shall generalize the fields of the present chapter to arbitrary
structures.

21



2 Model theory

2.1 Theories and models

If n € w, then on a set A, an n-ary relation on A is just a subset of A™;
an n-ary operation on A is a function from A" to A. Since A° = {0}, so
that a function on A takes only one value, a 0-ary or nullary operation on
A can be considered as an element of A. Much of mathematics is a study
of operations and relations on sets. Group-theory is a study of binary
operations with certain properties; field-theory, two binary operations;
lattice-theory, a binary relation.* A particular nonempty set, considered
together with certain operations and relations on it, is called a structure.
If the set is A, B, or C, then the structure might be denoted respectively
by 2, B, or €. The distinguished operations and relations of 2l are
denoted by certain symbols, which constitute the signature of 2. The
universe of 2 is just the set A.

More than one structure can share the same signature. For example, the
signature of fields is {0,1, —,+,-}; of ordered fields, {0,1,—,+,+,<} (or
{0,1,—,4,-,<}). In general, if .7 is a signature, then the class of all
structures with this signature can be denoted by

Mod(.¥).
If 2 € Mod(.¥), and s € ., then, to avoid ambiguity, the operation or
relation on A that is denoted in 2 by s can also be denoted by

5%,

*This is (nearly?) all that I shall say about ezamples in this chapter, despite the
intention stated in the Preface to emphasize examples. Perhaps model-theory
as a branch of mathematics can be characterized as not being about particular
examples, but being an abstraction from them. In any case, the subject of these
notes is not model-theory as such, but ultraproducts.

21t simplifies things to require the set to be nonempty, although one can certainly
define empty structures if one wishes, and sometimes this is useful.
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2.1 Theories and models

A symbol in a signature is more precisely

e an n-ary predicate, if it denotes an n-ary relation, or
e an n-ary operation-symbol.

The symbol for a nullary operation (that is, element) can be called a
constant. The same symbol will never denote, say, an element of one
set, but a binary relation on another set.

If . is a signature, then the terms of . are built up from the operation-
symbols in .#, along with (individual) variables. The formulas of .
are then built up from the terms and predicates of ., along with log-
ical symbols such as =, A, and 3 (and brackets, if needed). A term is
merely a recipe for obtaining new operations through composition of some
given operations. (The coordinate projections are always understood as
given.) Then a formula is a recipe for obtaining new relations through
set-theoretic manipulations of given operations and relations. We shall
review the formal definition of terms and formulas in the next section.

An occurrence of a variable in a formula of . will be either free or bound.
If precisely the variables xg, ..., ,_1 occur freely in a formula ¢ of .%,
then ¢ can be written as ¢(zg,...,2n—1) or p(x). If A € Mod(.¥), and
a € A", then ¢(a) is the result of replacing each free occurrence of x; in
¢ with a;, for each 7 in n. This new formula ¢(a) may not be a formula
of .7; but it is a formula of #(A), which is just . along with a constant
for each element of A. Such constants are often called parameters. The
new formula ¢(a) is a sentence, because it has no free variables. This
sentence will be either true or false in 2; if it is true, then we shall write

AFE ¢(a).

The symbol E thus stands for a relation in a more general sense: it
is not a binary relation on a set, but it is a relation between certain
structures and certain sentences. We might call this the satisfaction
relation. (However, if 2 E p(a), it might be said that a satisfies ¢ in

The set of all sentences of . can be denoted by

Sn(.¥).
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2 Model theory

If I C Sn(.¥), and every sentence in I is true in 2/, then we write
AET;
in this case, 2 is a model of I'. We can define

Mod(I") = {2 € Mod(.#): AF T} = ({2 € Mod(.#): AF o}; (%)
oel’

a class of structures of this form is called an elementary class. If
K C Mod(), then we define

Th(K) = m {c €Sn(S): Ak }; (1)

Aek

a set of sentences of this form is called a theory. Both theories and
elementary classes are defined in the same way, as intersections of sets
defined in terms of the satisfaction relation F. Therefore it turns out
that there is a one-to-one correspondence between elementary classes and
theories. This is a kind of Galois correspondence; see §8.4 (and before
that, (1) on page 91).

If £ = {2}, then Th(K) can be written as
Th(2).

Such a theory is a complete theory, namely a theory that, for every
sentence o if its signature, contains either ¢ or its negation —o, but not
both. For an arbitrary subclass K of Mod(.¥), if Th(K) contains both o
and —o, then K must be empty, so

Th(K) = Sn(.%).

Suppose now Th(K) is complete. Then K contains some 2, and then,
since

Th(K) C Th(2A) C Sn(¥),
the first inclusion must be an equation. Thus the complete theories are
precisely the theories of individual structures. However, there are proper
classes3 of structures whose theories are complete. For example, the the-
ory of algebraically closed fields of characteristic 0 is complete (Theorem

9 on page 49).

3That is, classes that are not sets, because they are ‘too large’.
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2.2 Definable relations

If Th(A) = Th(B), then 2A and B are said to be elementarily equiva-
lent, and we write

A = 9B.

If 2L and B are isomorphic in the familiar sense, then (trivially) they are
elementarily equivalent. However, by what we have just observed about
complete theories, the converse fails: non-isomorphic structures can be
elementarily equivalent. This is easily shown with the Compactness The-
orem, which we shall prove as Theorem 6 by using ultraproducts. Also,
a non-principal ultrapower of an infinite structure is elementarily equiv-
alent, but not isomorphic, to that structure. See also §4.4.

2.2 Definable relations

We are usually interested in Mod(T') for particular theories T of a sig-
nature .. One way to study this is to study the definable relations in
elements of Mod(T'). Suppose 2 is one of these elements, and ¢ is an
n-ary formula of .. Then ¢ defines the subset

{ac A": AE p(a)}
of A™. This subset, denoted by one of
¢, P (),

is more precisely a 0-definable relation of 2. If B C A, and ¢ is a
formula of .#(B), then p* is a B-definable relation of L.

2.2.1 Terms

The terms of . are defined recursively as follows.

1. Every variable is a term: we use variables x;, where ¢ € w. These
variables are more precisely called individual variables, because
they stand for individual elements of sets.
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2 Model theory

2. For all n in w, if F' is an n-ary operation-symbol of ., and ¢, ...,
tn_1 are terms of ., then the string

Fty--tn 1

is a term of %. In particular, if n = 0, so that F' is a constant,
then, standing by itself, it is a term.

This recursive definition allows theorems about all terms to be proved
by induction. A trivial example is that every term that is not a variable
begins with an operation-symbol (possibly a constant); slightly less trivial
is that every term ends with a variable or a constant.

We also want to be able to define functions recursively on the set of
terms (of a given signature). This requires knowing that every term is
uniquely readable: it can be constructed in only one way. For example,
we want to have that, if 2 € Mod (), then the terms ¢ of . that use only
variables from the set {z;: ¢ < n} can be understood as n-ary operations
t* on A as follows:

*(

z;~(a) = ay,

Fty--- tn—lm(a) = Fgl(tOQl(a’)v s 7tn—12l(a))'

This is a valid definition, only if we know that F'ty...t,_1 cannot also
be analyzed as Fug...u,_1 for some terms u;, where in at least one case
u; is not t;. But this is true: F'tg...t,_1 cannot be otherwise analyzed.
Perhaps the simplest way to prove it is by means of a lemma, proved
by induction: every term neither is a proper initial segment of another
term, nor has a proper initial segment that is a term.

2.2.2 Formulas

The atomic formulas of . are of two kinds: equations, which take
the form
t=u,

where t and u are terms of .%; and expressions of the form

Ritg---tp_1,
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2.2 Definable relations

where n € w, R is an n-ary predicate in ., and the ¢; are terms of .%.
Then the formulas of . in general are defined recursively:

1. Atomic formulas are formulas.
2. If p and v are formulas, then so are —¢ and (¢ A ).
3. If ¢ is a formula and x is a variable, then Jx ¢ is a formula.

Because this definition (like that of terms) is recursive, induction can be
used to prove that certain sets of formulas of . contain all formulas of
<. For example, induction will be used to establish the lemma called the
Tarski-Vaught Test on page 31 below. However, that lemma also involves
truth, which can be understood formally as a function defined recursively
on the set of all formulas of .. (See the next subsection.) As with terms,
for such a definition to be valid, unique readability of formulas must be
established: every formula is built up from its subformulas, but this
can happen in only one way.

An occurrence of a variable x in a formula is free, unless this occurrence
is in a subformula of the form 3z ¢: then the occurrrence is bound. This
definition would be possible without unique readability, but it would not
then be particularly useful.

There are some standard abbreviations:

(¢ V) means —(=p A —¢);
(¢ = ¢) means (= V );
(¢ ¢ 1) means ((p = ¥) A (¢ = ©));
Vz ¢ means —3x —p.

It is possible to remove some parentheses from formulas without ambigu-
ity, if it is understood for example that A and V take precedence over —
and <>, and of two instances of —, the one on the right takes precedence.
Also outer parentheses can be removed.

2.2.3 Truth

Now sentences are defined as before (p. 23), as formulas with no free vari-
ables; and we can now define truth of sentences in structures. Assuming
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2 Model theory

t, u, and the t; are terms with no variables, and ¢ and 7 are sentences,
but ¢ is formula with the unique free variable z, we have

At =u <= t* =u*,
AE Rty th 1 <= (t%,...,tn1%) € R¥,
AE -0 < AF o,
AEoNT < AFo & AET,
AE Tz p(x) < for some b in A, AF p(b).

Note here that the expressions & and <= are not parts of formulas;
they are abbreviations of the English and and if and only if. We can
understand our definition as follows. Given the structure 2 in Mod(.¥),
we have now recursively defined, on the set of formulas of .(A), the
function ¢ +— @, where, if ¢ is n-ary, we have

o = {a e A": AE p(a)}.

It is worthwhile to note that as ¢ varies here, ¥ ranges over a subset of
A™ with some natural closure properties; and as n varies as well, there
are still some good closure properties. Section 7.1 is an investigation of
these. Before that (as well as later), it is useful to have the notion of
substructure, developed in the next section.

2.3 Substructures

B € Mod(.), and A C B, and A is closed under the operations of 9B,
then A is the universe of a substructure of 8. This substructure is 2,
where

R™ = A"NR®,
FQ[ :F’B rAn

for all n-ary predicates R and operation-symbols F' of ., for all n in w.
In this case, we write

A CB.
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2.3 Substructures

It follows that, if 2 and B are two structures with the same signature
&, and A C B, then 2 C % if and only if, for all n in w, for all n-ary
quantifier-free formulas ¢ of ., for all @ in A™,

AF p(a) <= BF pa). (1)

Suppose now there is just a function h from A to B. Then h is an
embedding of 2 in B if h is an isomorphism from 2 to a substructure
of 9. In any case, the diagram of 2(, denoted by

diag(21),

is the set of quantifier-free sentences of .#(A) that are true in A. When
we consider 2 as having signature .(A), we may write the structure as

Aa.

This is an expansion of 2 to . (A); and 2 is then the reduct of 24
to 7. Now Bj,4) can also be understood as having signature .#(4). In
this case, the map h above is an embedding if and only if

Thus the structures in which 21 embeds are precisely (the reducts to .
of) the models of diag().

A theory T of .7 is axiomatized by a subset I' of Sn(.¥) if
T = Th(Mod(I")),
equivalently, every model of I' is a model of T

A universal formula is a formula of the form V& ¢, where ¢ is quantifier-
free. If T is a theory, then we denote by

Ty
the theory axiomatized by the universal sentences in T

Lemma. Ty is included in the theory of substructures of models of T,
that is,
ACB & BET = AFETY.
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2 Model theory

Proof. Suppose ¢ is quantifier-free, and V& ¢ is in T. If @ € A™, then
a € B", 508 F ¢(a) and therefore, by (1), A F ¢(a). Thus2AE Ve ¢. O

The converse is given in Theorem 11 on page 50 below.

If (1) holds for all formulas ¢ of ., then 2 is called an elementary
substructure of B, and we write

A B,

A map h from A to B is an elementary embedding of 2 in B if h is
an isomorphism from 2l to an elementary substructure of 8. Thus the
structures in which 2 embeds elementarily are precisely (the reducts to
& of) the models of Th(2(4).

A theory T of a signature . is called model-complete if for all models
A of T, the theory of .7 (A) axiomatized by T U diag(2() is complete.

Theorem 1. A theory is model-complete if and only if, for all of its
models A and ‘B,
ACB = A< B.

Proof. Each condition is equivalent to the condition that, for all models
A of T, T'U diag(2A) axiomatizes Th(2y4). O

The theorem below is a generalization of the theorem published by Léwen-
heim in 1915 [20] and improved by Skolem in 1920 [22]: a sentence with
a model has a countable model. Skolem’s argument uses what we shall
call the Skolem normal form of the given sentence; we shall discuss this
in §5.4. Meanwhile, an example is Vz Jy Rzxy. If this has a model %,
then there is a singulary operation x — x* on A such that

A E Vo Rxx™.
If b € A, we can define (by: k € w) recursively by
bo =, bpt1 = bi”".

Then {by: k € w} is countable and is the universe of a substructure of
20 in which Vz dy Rxy is true. Our own proof of the general theorem
will follow the lines of Skolem’s idea; the following lemma will allow us
to work in the general situation.
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2.3 Substructures

Lemma (Tarski-Vaught Test). Suppose 2 C B, both having signature
. Then A < B, provided that, for all singulary formulas ¢ of (A),

B EJr p(z) = for somec in A, B E ¢(c),

that is,
WP Ao = pPNA+w.

Proof. Under the given condition, we show by induction that for all for-
mulas @ of .7, if ¢ is n-ary and a € A™, then

AE pla) <= BE p(a).

This is given to be the case when ¢ is atomic (or more generally quantifier-
free), and it is easily preserved under negation and conjunction. Suppose
it holds when ¢ is an (m 4+ 1)-ary formula ¢. By hypothesis, for all a in
A™, the following are equivalent:

B E 3y pla,y),
for some b in B, B E ¢(a,b)

for some b in A, B E ¢(a,b),
for some b in A, A F ¢(a,b),
AE Ty p(a,y).
This completes the induction. O

Theorem 2 (Downward Lowenheim—Skolem—Tarski). If 8 € Mod(.¥),
max (||, w) < |B|, and X C B, there is a structure A such that

A< B, X C A, 1A| < &,

where k = max(| X[, |.7], w).

Proof. There is a subset X’ of B of cardinality no greater than s such
that, for every singulary formula ¢ of .(X), if ¢ is non-empty, then it
has an element in X’. By considering formulas a = z, where a € X, we
see X C X’'. Now we can form X", and so forth; and we can let

A=XUX' uXx"u...
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2 Model theory

By considering formulas Fx = y, we see that A is the universe of a
substructure 2 of B. It is of the required cardinality, and by the Tarski—
Vaught Test, it is an elementary substructure of 5. O
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3 Ultraproducts and to$’s Theorem

3.1 ldeals and filters

For every set 2, the power-set &(Q) is a ring in which

e sums are symmetric differences: + is A;

e products are intersections: - is M;

o the additive identity is the empty set: 0 is &;

e every element is its own additive inverse: —X is just X;
e the multiplicative identity is the whole set: 1 is Q.

It is easy to check this. We note first:
XAY =Y AKX, XAaYaZ)y=(X2Y)AZ,

(see Figure 3.1) and

Figure 3.1: Symmetric differences of two sets and three sets
Xho=X, XrAX=0.

So (£(Q),A,) is an abelian group in which every element is its own
inverse. (That is, it is an abelian group of exponent 2. It is a standard
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3 Ultraproducts and Los’s Theorem

exercise to show that every group of exponent 2 is abelian.) As for
multiplication, we have
XN¥Ynz)y=(XnY)nZz,
XNY=YnNnX,
XNQ=X,
XNYazZ)y=XnYarXn2Z,

where multiplication N takes notational precedence over addition A in
the line; see Figure 3.2. So (Z(Q),A,N,2,Q) is a ring (commutative

Figure 3.2: Distribution in Boolean rings

and unital, as always in these notes). We have in this ring also
XNX=X.

That is, in the more usual notation of ring-theory, Z(Q) is a ring in
which

2 =z (*)
Therefore 22(Q) is called a Boolean ring. We shall see in Chapter 6
that all of the algebraic properties of () and its sub-rings follow from
their being Boolean rings: the class of Boolean rings is precisely the class

of rings that embed in rings of the form £(Q).

This ring #(12) has ideals in the usual sense: a subset I of Z2((Q2) in ideal
if and only if

gel,
Yel = XnYel, ()
Xecl &Yel — XAY el (1)
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3.1 Ideals and filters

However, since
XNnY Y,
XCY < XnY=X,
the condition (}) is equivalent to
XCY &Yel — Xel.
Since also

XUY=XaY AXNY,
XAYCXUY,

we can replace the condition (f) with
Xel&Yel = XUY el
That is, a subset I of £2(Q) is an ideal if and only if

gel,
XCY &Yel = Xel,
Xel & Yel — XuYel.

Thus ideals of Z2(2) are just those subsets that are

e downwardly closed,
e closed under finite unions.

Indeed, taken strictly, the last condition implies non-emptiness, since & is
the finite union |J@. See Figure 3.3. Our observations in §1.4 generalize
to show that if (K;: i € Q) is an indexed family of fields, and J is an ideal
of [T;cq Ki, then supp[J] is an ideal of Z7(£2). Moreover, every ideal I of
Z(Q) is supp[J], where

J=A{z¢€ HKi: supp(z) € T};
=)

and this is an ideal of [, K, in fact the only ideal whose image under
J +— supp[J] is I. So this map establishes a one-to-one correspondence
between the (set of) ideals of [ [, ., K; and the (set of) ideals of 22(12).

There are two standard examples of ideals of Z2(2).
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3 Ultraproducts and Los’s Theorem

Q

6]

Figure 3.3: An ideal of a Boolean ring

1. If A C Q, then &?(A) is the principal ideal of @( ) generated by
A. Tt corresponds to the ideal J],. 4 K; of [[;cq K.

2. The set P, () of finite subsets of €2 is an ideal of 2(Q), called
the Fréchet ideal of &2(Q), corresponding to the ideal >

of [[,co K

There is a notion that is ‘dual’ to the notion of an ideal: A subset I’ of
2(Q) is a filter if {X°: X € F} is an ideal, that is,

zEQ

QekF,
XeF & XCY = YeF,
XeFP &YeF = XNnYeF.

See Figure 3.4. Intuitively, elements of an ideal are ‘small’ subsets of ;
elements of a filter are ‘large’ subsets of €.

Since filters easily correspond to ideals, we need not introduce the concept
of a filter. Alternatively, once we have filters, we can forget about ideals. 1
prefer not to forget about ideals, since they are familiar from ring-theory.
And yet sometimes it will be useful to think in terms of filters as well.
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3.1 Ideals and filters

%]

Figure 3.4: A filter of a Boolean ring

A filter of Z2(Q) is also called a filter on € itself.
Suppose P is a prime ideal of £2(Q)), that is, P is an ideal such that

XNYeP & X¢P = YecP

The quotient Z(2)/P is then an integral domain. But it is an integral
domain in which (*) holds, that is, for all elements z,

7 =z, O=a?—x=x-(r—1).

In every integral domain, these equation is solved by 0 and 1, but by no
other elements. So Z(Q2)/P has only two elements, namely P and Q+ P.
A two-element integral domain (even a two-element ring) is a field. So
P(Q)/P is a field, and therefore P is a maximal ideal. Thus all prime
ideals of #()) are maximal. Since in Z(2) we have

XAQ=X°
we have that X and X° are always in different cosets of P, that is,

XeP < X°¢P.
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3 Ultraproducts and Los’s Theorem

The filter {X°: X € P} that is dual to P is called an ultrafilter. As a
filter, it is the set of complements (in 2) of elements of P; as an ultrafilter,
it is the complement (in Z2(Q2)) of P.

3.2 Reduced products

Suppose (2;: ¢ € Q) is an indexed family of structures with a common
signature .. An element of the Cartesian product [,  4; is a tuple
(a;: i € ), where a; € A;; we may write this tuple simply as a. Let the
product [];.q Ai be called also B. This is the universe of a structure

IR
i€Q

or B of ., where for all n in w, for all n-ary operation-symbols F' and
predicates R of .7,

F®(a) = (F¥(a;): i € Q), R® =[] r™.
€9
Here notation is as in §o, so that @ € B™, which means a = (a°,...,a" 1),
0 n—1

where a* = (a¥:i € Q); and a; = (a

,a; 7). See Figure 3.5. Note

FEEE

a aop ap as

I I I I

CLO = Cl8 a(l) ag

n—1 _ n—1 n—1 n—1
a = Qg aq o

Figure 3.5: Notation for sequences of tuples

that, if R¥% = @ for even one index i, then R® = @.

Now let I be an ideal of 22(£2). We shall define a quotient

[T2u/1

i€Q
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3.2 Reduced products

or ®B/I. First, we define two elements of B to be congruent modulo I
if they disagree only on a small set of indices, that is, a set belonging to
I

{ieQia;#b} €l < a=b (mod]I).
Equivalently, if F' is the dual filter of I (that is, F = {X°: X € I}, then
two elements of B are congruent if and only if they agree on a large set
of indices, that is, a set belonging to F’:

{ieQa,=b}eF < a=b (modI).
We may write:

e a/I for the congruence-class {b: a =b (mod I)},
e B/I for the set of these congruence-classes,
e a/I for (a°/I,...,a""1/I).

(Or one could write F' for I here.) We want to define a structure B /I of
. with universe B/I. Then for all n-ary operation-symbols F' of ., we
should define

F®1(a/I) = F®(a)/I.
However, we must check that this is a valid definition. We shall do this
presently; meanwhile, for an n-ary predicate R of ., what should R®/!

be? By one generalization of the definition in §1.3 of the ordering of
R /I, we should define R®/! as

{a/I:a c R®}.

However, by what we noted above, this relation is empty if R%* = & for
even one index ¢. The empty relation is still a relation, but it is not what
we want here. The ‘correct’ definition of R®/7 is given as follows.

Theorem 3. For all indexed families (A;: i € Q) of structures with
common signature ., there is a structure B /I in Mod(.), with universe
[Lico Ai/I, such that all n in w, for all n-ary operation-symbols F and
predicates R of .7,

F®1(a/I)=F®(a)/I, R®'={a/I:{i:a;¢ R%}cI}.
If R* #£ & for each i in Q, then
R®! = {a/I:ac R®}.
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3 Ultraproducts and Los’s Theorem

Proof. We need only check that the definition of F®/7 is valid. Suppose
a=b (modI),

that is, a/I = b/I, that is, a*/I = b*/I for each k in n. This means
{i: aF # bk} € I for each k in n. But then

U{z af b} el

ken

We have also

{i: F¥(ay) # F (b)) € | J{i: af #02),

ken
so {i: F¥i(a;) # F*i(b;)} € I and therefore
F®(a) = F®(b) (mod I). O

The structure B/ is a reduced product of the family (;: ¢ € Q).

We can understand each element a of [],., A; as a new constant, to be
interpreted in each 2; as a;, and in 9B as a/I. Then the definition

RE/T — {a/I:{i:a; ¢ R*} eI}
in the theorem just means
B/IERa < {i:A; E—-Ra} €,

and the definition
F®(a/T) = F®(a)/I

has the meaning of
B/IEFa=b < {i:A;F=(Fa="0b)} €l.

The formulas Rx and Fx = y here are unnested atomic formulas. (So is
x =y.) Our equivalences have the form

B/IEoc — {i: A, E-c}el, (8)
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3.2 Reduced products

which can be written also as
B/IFo < {i:A;Fo} €F.

So this is true by definition when o is an unnested atomic sentence (in
the expanded signature . (B)). For which other o is it true?

Lemma. The equivalence (§), that is,
B/IFo — {i: U E-0o}el,

considered as a function of o, is preserved under conjunction: if it holds
when o is T or p, then it holds when o is T A p.

Proof. From the definition of an ideal, we have

XCY &Yel = Xel,
Xel & Yel = XUuY el.

Together these imply the converse of the latter; so we have
Xel &Yel < XUY el
If now (§) holds when o is 7 or p, then the following are equivalent:

B/IETADp,
B/TET & ME p,
{i: k-1t el & {i: A, F-p}el,
{i: W E-7}U{i: A F—ptel,
{i: 0, F—1V-p}el,
{i: A E=(rAp)}el O
Lemma. The equivalence (8), that is,
B/Iro — {i: A F-0}el,
considered as a function of o, is preserved under quantification:

if it holds when o is ¥(a), for all parameters a, for some singulary for-
mula ¢ (possibly with parameters),
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3 Ultraproducts and Los’s Theorem

then it holds when o is 3z ().

Proof. Under the given hypothesis, the following are equivalent:

B/1 E Tz (),
B/I E (a) for some a in B,
{i: A; F 7p(a;)} € I for some a in B.

For all a in B, we have
{i: A B —p(a;)} 2 {i: Ay E -3z ()}

Moreover, for some choice of a, this inclusion is an equality. This yields
the result. O

3.3 Ultraproducts

Suppose P is a prime ideal (hence a maximal ideal) of &(2). Then
the reduced product %B/P is called more precisely an ultraproduct of
(;: i € Q). There is a trivial example: For some j in 2, let P be the
principal ideal (A~ {j}) of (), that is, P ={X C Q: j ¢ Q}. Then
[T2/P =
i€
All ultraproducts are thus if € is finite; but if  is infinite, then the
Fréchet ideal of Z2(Q) (that is, the ideal consisting of all finite subsets of

Q) is a proper ideal, so it may be included in P, which is therefore not
principal. Immediately we have:

Lemma. If P is a prime ideal of (), then the equivalence
B/PEo <— {i:A; E—-0c} €P,

as a function of o, is preserved under negation.

*So we are assuming the Prime Ideal Theorem, that every proper ideal of a ring
is included in a prime ideal. This is apparently weaker than the Maximal Ideal
Theorem, that every proper ideal of a ring is included in a maximal ideal; this is
equivalent to the Axiom of Choice. Some discussion and references are found in
[15, §6.2, pp. 272-3].
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3.4 Cardinality

The three lemmas of this chapter together yield:

Theorem 4 (Los?). If P is a mazimal ideal of 2(Q), then
B/PEo — {i: A;F-oc}eP

holds for all o (with parameters).

As a special case, if each 2; is the same structure 2, so that in particular
[T;cq Ai is the Cartesian power A, then the ultraproduct B/ (that is
22/ P) is an ultrapower of . The diagonal embedding a +— (a: i € Q)
of & in B /I is now an elementary embedding, that is, for all sentences o
with parameters from A (or more precisely from the image of A in A%),

B/IFoc «— AFEo.

Considering the embedding as an inclusion (that is, identifying 2 with
its image in %B/T), we may write then

A< B/I.

3.4 Cardinality

By the theorem below, a non-principal ultrapower € of a countably infi-
nite structure 2l is uncountable. By the Downward Léwenheim—Skolem—
Tarski Theorem, in a countable signature, there will then be a countable
structure B such that

A<B<C.

Indeed, B may be chosen to include AU{z} for some x in C~\ A. However,
even though 2 is then a proper substructure of 9, these two may be
isomorphic. However, this is not the case when 2 is (N,+,-). Thus
countable non-standard models of arithmetic exist. A more illuminating
construction of such models is given in §4.4 below.

The following is a special case of [15, Thm g.5.4(a)] (and is said to be
found in Frayne, Morel, and Scott [10]3).

2The usual reference is [19]| although the theorem is not given clearly there.

31 have a printout of this article, but have not sorted through all of its many basic
results to find this one. It should be noted that the article has a ‘correction’ [11],
which merely refines the account of Tarski’s contribution to the subject (as well as
taking some of the credit away from Frayne).
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3 Ultraproducts and Los’s Theorem

Theorem 5. For all signatures ., for all2l in Mod(.), for all singulary
formulas ¢ of S (A), for all non-principal prime ideals P of 2(w),

W < R = [p(RAC/P)[ = |p(R0)[*.

In particular, if A is countable, then all infinite definable relations of
AL /P have the cardinality of the continuum.

Proof. For all @ in A, if a/P € (A% /P), then by Log’s Theorem
{iew:a; ¢ o)} €P.

Then we may assume this set {i € w: a; ¢ p(A)} is actually empty. More
precisely, there is @’ in ¢(2A)® such that a/P = a’/P. More precisely still,
there is an injection a/P — a’ from ¢(A* /P) to (A)®. This shows

oA/ P)| < [p(2)].

For the reverse inequality, it is enough to find a function z — z* from
P(RAL) to itself such that

vy = a*/P+y" /P,
that is,
v#y = {icaz; Zy;} ¢ P.
Now z # y means x; # y; for some 7 in w. If
{j:af #yj} 2w~ (1)

that is, if {j: 7 = y;} C i, then since i € P, we have {j: x} # y;} ¢ P.
So it is enough that

v #Fy & i<j = x] #Fyj. (N

We can achieve this by letting = be an injective function of (o, ..., ;),
for each j in w. We can do this, if p(2) is infinite. Indeed, for each i in
w, let 11; be an injection from (A)F1 to (A). Now we can define

‘Tr :/jfi(an"wxi)' O
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3.4 Cardinality

Let us try to generalize this argument, replacing w with an arbitrary
infinite index-set €. In the condition (), the element w ~ ¢ of the dual
filter F' of P will be replaced by some element X; of the dual filter. Then
() becomes

So z} should be an injective function of (z;: j € X;), for each j in Q. For
this, it is enough if the sets

{ieQ:jeX;}
are finite. An ultrafilter F' on Q (that is, an ultrafilter of Z(Q) is called
regular if it has such elements X; for all ¢ in Q.

It is easy to show that there are regular ultrafilters on 2, () (that
is, regular ultrafilters of 2(Z(Q2)). For, if i € P, (€2), we need only
define

Xi={je Zu(Q):iCj}

Since X; N X; = X,u,, the X; do generate a filter on &, (). The filter
is proper, since ¢ € X;, so none of the X; is empty. Moreover,

(i€ Po(Q):jeX;}={i € Pu(Q):iC 5} = P(),

which is finite. So there are regular proper filters, and hence regular
ultrafilters, on P, (). Since P, () has the same cardinality as
(assuming this is infinite), there are regular ultrafilters on €.

We shall use an index-set of the form £, () in proving the Compactness
Theorem (Theorem 6) on page 47 below.
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4 Simple applications

4.1 Arrow’s Theorem

This section is inspired by Sasha Borovik’s article [4]. We consider an
index-set 2 as a set of voters. Each voter i in Q is called on to assign
a linear ordering <; to a set A of candidates. These orderings are to be
used to assign a linear ordering < to A. This ordering < should be a
kind of average of the orderings <;. This suggests that we should take
an ultraproduct of the structures (A, <;). We shall see that, on some
reasonable assumptions, we must do this.

We want to determine < by first selecting a subset D of 22(2) such that,
for all x and y in A, we shall be able to require

{irz<;y}eD = z<uy.

So D will be, so to speak, a collection of ‘winning coalitions’. If X € D,
then the members of X can determine how the candidates in A shall be
ordered (if all members of X agree). Then we must have, first of all,

D # @,
XeD = X°¢D.

We also require that additional votes for a particular ordering can only
help that ordering:

XeD & XCYCQO = YeD.
Hence in particular Q € D. We require voting to be decisive:
X¢D = X°eD.

If A consists of just two candidates, this is all we need. Then D is not
necessarily an ultrafilter on ; for it need not be closed under intersec-
tions. Indeed, in the ‘democratic’ case, if €2 has a finite number 2n — 1
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4.2 Compactness

c<b<a

Figure 4.1: An election with three candidates

of members, then D will be {X € £(Q): | X| > n}; this is definitely not
closed under intersections unless n = 1.

But now suppose A contains three distinct candidates, a, b, and ¢; and
let

{i:a<ib}:A, {Zb<ZC}ZB

Suppose both A and B are in D. Then we must conclude a < band b < ¢
and therefore a < ¢. We have now

ANBC{i:a<;c}, {ira<;c} €D.

However, possibly
ANB={i:a<;c};
this is the case when—as is possible—
{i:c<ia<ib}:A\B,
{i:b<;c<;a}l=B\A,
{ire<;b<;a} =(AUB)".
See Figure 4.1. Thus we must have AN B € D. Therefore D is an

ultrafilter on Q. If  is finite, then D must be a principal ultrafilter: that
is, one voter decides everything, and the system is a dictatorship.

4.2 Compactness

Theorem 6 (Compactness). Suppose T’ C Sn(”), and every finite subset
of I' has a model. Then I' itself has a model.
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4 Simple applications

Proof. Assuming Aa F A for each A in &, ("), we shall find an ultrafilter
F on &4 (T") such that

II 2a/FET. (*)

AeZP, ()

This just means, by Y.o§’s Theorem, that for each ¢ in T,

{Ae Z,(T): A E o} € F.
But we have

{Ae P,T):ce A} C{A e Z,(1): A E o}

Let the former set be denoted by [o]; more generally, if A € £, (T), let

[Al={6c Z,T): ACO}.
Then

A €Al [AlNn[B] =[AUB]

Consequently the sets [A] generate a filter on (P (T")). Let it be
included in the ultrafilter ', and let 6 be the ultraproduct of (Aa: A €
P4 () with respect to F. For every ¢ in I, we have [o] € F, and
for every A in [o], we have 2 F 0. Then by Lo$’s Theorem, we have
(). O

Now we can establish a complement to Theorem 2 (p. 31):

Theorem 7 (Upward Lowenheim—Skolem—Tarski). If 2 is an infinite
structure with signature ., and max(|Al, |o|) < k, then there is a struc-
ture B such that

A< B, |B| = k.

Proof. Let C be a set {c,: o < k} be a set of new constants, all distinct.
By Compactness, the set

Th(Aa)U{ca #cp: a < <k}
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4.2 Compactness

of sentences has a model ® 4. By construction, this model has car-
dinality at least k. By the downward version of the theorem, © has an
elementary substructure B of size x such that A C B. Since also 2 < D,
the structure *B is as desired. O

This theorem yields an easy test for completeness of theories. For an
infinite cardinal k, a theory is k-categorical if all of its models of size k
are isomorphic to one another.

Theorem 8 (Los—Vaught Test). If a theory T of a signature % has
models, but no finite models; || < k; and T is k-categorical; then T is
complete.

Proof. If T contains neither o nor —o, then both T'U {-c} and T U {o}
have models, which must be infinite. Then by the Léwenheim—Skolem—
Tarski theorems (both upward and downward forms may be needed),
each of the two sets has a model of cardinality x; but these two models
cannot be isomorphic to one another. O

Theorem g.

o The theory of algebraically closed fields of characteristic 0 is com-
plete.

e For all primes p, the theory of algebraically closed fields of charac-

teristic p is complete.

Proof. None of these theories has no finite models. Every algebraically
closed field is determined up to isomorphism by its characteristic and its
transcendence-degree. If x is uncountable, then a field with transcendence-|j
degree k has cardinality x. Now the Lo§-Vaught Test applies. O
Similarly we have the following (see page 30 above):

Theorem 10. The theory of algebraically closed fields is model-complete.

Proof. If T is this theory, K E T, and |K| < &, then T U diag(K) is
k-categorical, but has no finite models. O
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4 Simple applications

We can also now prove the converse of the lemma on page 29 above.

Theorem 11. For all theories T, the models of Ty are precisely the
substructures of models of T

Proof. Assuming 2 E Ty, we want to show T U diag(2l) has a model. By
Compactness, and since diag(2l) is closed under conjunction, it is enough
to show T'U {¥(a)} has a model whenever 9 is a quantifier-free formula
of .7 and 2 F ¥(a). If it has no model, then T'F —¥(a), so (since no
entry of a is in .%) T F Ve —d(x), and therefore 2 F Vo —(x), which is
absurd. O

In particular, when T is just field-theory, then T is the theory of integral
domains: see page 88 below.

4.3 Elementary classes

In [19] Los defined ultraproducts (but not by that name) in order to state
the following algebraic test for being an elementary class of structures.

Theorem 12. A subclass of Mod(.) is elementary if and only if it
contains:

e cvery structure that is elementarily equivalent to a member, and
e cvery ultraproduct of members.

Proof. The ‘only if’ direction is the easier. An elementary class is the
class of models of some theory T'. If the class is K, and % € K, and
A=V, then BET,soB e K. If {A;: i€ Q} CK, then A; F T in each
case, so every ultraproduct of the 2; is a model of T', by Y.0o§’s Theorem.

The more difficult direction is ‘if’. Suppose K is a non-elementary sub-
class of Mod(.). Then there is a model B of Th(K) that does not belong
to K. However, every element o of Th(8) has a model in K, since other-
wise —o would be in Th(KC). Therefore every finite subset A of Th(28) has
a model A in K (since otherwise the negation of the conjunction of the
members of A would be in Th(K)). By (the proof of) the Compactness
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4.4 A countable non-standard model of arithmetic

Theorem, some ultraproduct of (Aa: A € P, (Th(*B))) is elementarily
equivalent to *B. O

4.4 A countable non-standard model of arithmetic

By arithmetic we mean the theory of (w,+,-) or of (w,+,-,0,1,<); it
makes little difference, since

1) < is definable in (w,+,-) by the formula 3z z + z =y,
2) {0} is definable by Yy y + = =y,
3) {1} is definable by 0 < x AVy (0 =y VvV x < y).

Similarly {n} is definable in (w,+,-) for all n in w.

Every ultrapower of (w,+,-) is a model of arithmetic. Every non-prin-
cipal ultrapower B (determined by a non-principal ultrafilter F' on w) is
a non-standard model of arithmetic, in the sense that it is not isomorphic
to (w,+,-), but contains an infinite element c¢. However, B here must
be uncountable by Theorem 5. As we noted before this theorem, by
the Downward Lowenheim—Skolem—Tarski Theorem (Theorem 2), we can
obtain a countable elementary substructure 2 of B that includes wU{c},
and then 2 will be an elementary extension of (w,+, ).

We can construct such a structure 20 more directly as follows. Let A
be the set of 0-definable singulary operations of (w,-+,-). This means
f € A if and only if the relation {(z, f(z)): x € w} is 0-definable (that
is, definable without parameters). We can consider A as a subset of
w®. Then a constant sequence (z,z,z,...) should be understood as the
constant function {(n,z): n € w} or n — =, which is in A. Thus the
diagonal map embeds w in A. Also A is closed under + and -. Therefore
A is the universe of a substructure 2 of 6. Also, if n € w, and ¢ is an
(n + 1)-ary formula, and f is an element (f9 ..., f"~1) of A", then A
has an element g such that for all 7 in w,

(w,+,-) FJy (P(.f(z)vy) = (w,+, ) F So(f(l)mg(Z))

Indeed, g can be such that g(i) is the least b such that (w,+,:) F
o(f(@),b), if such b exist; and otherwise g(i) = 0. Then g is defined
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4 Simple applications

by the formula
(P(f(@), ) A (V2 (p(f(2),2) = ¥ < 2))) V (V2 ~o(f(x),2) Ay = 0).
It follows by the Tarski-Vaught Test (page 31) that
A < B;
therefore, since (w,+,-) C A, we have
(w,4+,) <A
Indeed, we now have that the following are equivalent:

BE Iy e(f,y),
{i: (w,+,-) F 3y o(f(i),y)} € F,
{i: (w,+,-) Fo(f(i),9(i)} € F,
BEo(f,9)

Now the Tarski—Vaught Test applies. This construction of 2 is apparently
due to Skolem.*

1 take it from Bell and Slomson [3, Ch. 12, §2]|.
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5 Godel's Completeness Theorem

A sentence that is true in all structures of its signature can be called valid
sentence or a validity. It is easy in principle to show that a sentence is
not valid: just exhibit a model of its negation. But if a sentence is valid,
how can this be shown? We cannot simply verify the sentence in all
structures of its signature, since there will be infinitely many of these
structures. The method of formal proof is a finitary alternative. We
shall show by means of ultraproducts that this method always works in
principle. This result is Gédel’s Incompleteness Theorem.

5.1 Formal proofs

A formal proof is just a (finite) list of sentences such that each sentence
on the list is either

1) an axiom, or
2) derivable from sentences earlier in the list by means of a rule of
inference.

We choose the axioms and rules of inference to serve our needs; taken all
together, they constitute a proof-system. In his doctoral dissertation
of 1930, Godel [13] gave a particular proof-system, obtained from the
Principia Mathematica [24] of Russell and Whitehead. The first four
of Goédel’s axioms, or rather schemes of axioms, are found on page 13,
Chapter 1, of the Principia Mathematica.* Recall that, by our convention

* As Godel notes, there was a fifth axiom, oV (¢ Vx) = ¥ V (¢ V x), but apparently
Bernays showed it to be redundant. For us, each of the four formulas given here
represents infinitely many axioms, since ¢, 1, and x can be any formulas. It
should be noted that Russell and Whitehead were involved in creating formal
logic; our way of understanding formulas was not yet fully developed. For an
amusing fictionalized account of Russell’s interactions with Godel, see [8].
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5 Gddel’s Completeness Theorem

on symbolic precedence given on page 27, V takes precedence over —, and
of two instances of —, the one on the right takes precedence.

1) eV —o,

2) ¢ > oV,

3) eV =YV,

4) (p =) > x Vo= x Ve

The primitive Boolean connectives here are actually V and —; so ¢ — ¥
should be understood as an abbreviation of - V 1. In Chapter g of the
Principia (at *9.2 and *9.25, pp. 138—40) are found Godel’s next two
axioms:?

5) VT o — ¢y,
6) Va (9 V) = 9V V.

In the former scheme, oy is the result of replacing every free occurrence
of z in ¢ with y. In the latter scheme, x must not occur freely in 9.
The primitive quantifier can be taken as V, so that Jz ¢ will be an
abbreviation of =V —. Finally, equality is treated in two axioms, found
in Chapter 13 of the Principia (at x13.15 and *13.101, pp. 177-8):

7) =,
8) =y — ¢ — py.

Here y should not occur in ¢, or at least there should be no subformula
Vy 1 in which there is an occurrence of x that is free as an occurrence in

@Y.

The rules of inference are three:3

2See the previous note. For Godel, there were just six axioms in all, using propo-
sitional variables where 1 have put ¢, ¥, and x; and using a functional variable
where I have put ¥. Then in addition to the three rules of inference given below,
there was a fourth, allowing propositional and functional variables to be replaced
by formulas in our sense.

3See the previous note on Gédel’s fourth rule of inference (which was actually third on
his list). Godel notes, ‘Although Whitehead and Russell use these rules throughout
their derivations, they do not formulate all of them explicitly.’
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5.1 Formal proofs

Detachment: From ¢ and ¢ — 1 may be# inferred ).

Generalization: From 9 may be inferred Vz 9.

Change of variables: ‘Individual variables (free or bound) may be re-
placed by others, so long as this does not cause overlapping of the
scopes of variables denoted by the same sign’ [13, p. 584].

Again, a formal proof is a finite list of formulas such that each formula
on the list is an axiom or else is derived from previous formulas on the
list by means of a rule of inference. The last formula on the list is then
said to be provable. If ¢ is provable, we may express this by

F .

Note that in fact every formula in a formal proof is provable, because
every initial segment of a formal proof is still a formal proof.

A generalization of a formula ¢ is a formula Va ¢, where all free vari-
ables of ¢ occur in . Then we can generalize the notion of validity
by saying that an arbitrary formula is valid if some (and hence every)
generalization of it is true in every structure of its signature.

It should be clear that every provable formula is valid. Gédel proves the
converse: this is his Completeness Theorem.

Before Godel, a completeness theorem for propositional logic was known.>
Propositional formulas are, strictly, not formulas as defined in §2.2.2
above; but they can be understood as formulas in which:

1) the place of atomic formulas is taken by propositional variables;
2) no quantifier 3 or V is used.

In particular, there are no individual variables in a propositional formula,
but only propositional variables. A structure for propositional logic as-
signs a truth-value to each of these propositional variables. Then a propo-
sitional formula is true or false in the structure, according to the relevant

4Detachment is not Godel’s name for this rule; he (or more precisely his translator)
calls it the Inferential Schema.

5Godel’s reference for this is Bernays from 1926; but the theorem can be found in
Post’s 1921 article [21].
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5 Gddel’s Completeness Theorem

parts of the definition of truth of sentences (on page 28), namely:

AE -0 < AF o,
AEo AT < AFoc & AET.

Strictly, since V is now primitive instead of A, we should replace the latter
rule with

AEoVT < AEFEoc or AFT.

We may treat the truth-value true as 1, and false as 0. Then a proposi-
tional formula F in an n-tuple (P, ..., P,—1) of propositional variables
determines an n-ary operation F on 2, where if e € 27, then F (e) is
the truth-value of F' in any propositional structure that assigns the value
e; to P; when ¢ < n. This operation F can be described completely in
a truth-table. If the operation is identically 1, then F' is a (proposi-
tional) tautology. The first four axiom-schemes above, along with the
inference-rule of Detachment, constitute a proof-system for propositional
logic in which every tautology is provable. This is possibly not an excit-
ing theorem, since there is already an algorithm for determining whether
a formula is a tautology: just write out its truth-table.

A tautology in general can be understood as resulting from a proposi-
tional tautology by replacing each occurrence of a propositional variable
with the same formula of some signature ., for all propositional vari-
ables occurring in the propositional tautology. Evidently tautologies in
this broader sense are valid. They are therefore provable, by the com-
pleteness theorem of propositional logic. If we do not want to bother to
prove this completeness theorem, we can just introduce, as new axioms,
all tautologies, since again there is an algorithm for determining which
formulas these are.

If  is a formula, we may define a formal proof from ¢ as a formal proof in
the earlier sense, but with ¢ treated as an axiom, and with generalization
of free variables in ¢ not allowed.® If v is provable from ¢ in this sense,
we may write

© F

6The restriction is to ensure that, if 1 is provable from ¢, then the formula ¢ —
is valid, while the converse is still true.
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5.2 Completeness by ultraproducts

to give it a name, we may call this a sequent. For example, by Detach-
ment, the axiom Vz ¢ — ¢y gives us the sequent

Yz o kg, (%)
because the sequence
VT o, VT o = oy, @y

is a formal proof from Vz . Likewise, the axiom Va (¢ V ¢) = 9V Vz ¢
gives us
Vo (9V ) 9dV Ve . )

(Recall that  must not be free in 9.)

5.2 Completeness by ultraproducts

Suppose o is an arbitrary sentence. We want to show that either o is
provable, or else its negation has a model, in fact a countable model.”

We make several simplifying assumptions:

1. No operation-symbols occur in o.

2. The sign = of equality does not occur in o.

3. For some positive integers p and ¢, for some quantifier-free (p + q)-
ary formula ¢, o is the sentence

Jz Vy o(z,y),
where x and y are respectively a p-tuple and a g-tuple of variables.

The justification of these assumptions does not involve ultraproducts, so
it is relegated to a later section, §5.4.

Let V' be a countably infinite set {vy: k& € w} of individual variables.
The power VP is countable, so we may assume

VP = {ay: k € w).

7The ensuing argument is based mainly on that of Bell and Slomson [3, Ch. 12, §1].
These writers cite J.N. Crossley for the suggestion of introducing ultraproducts to
Godel’s original argument. Church [7, §44] explicates Godel’s original argument
more faithfully.
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5 Gddel’s Completeness Theorem

Now we may suppose
{yp: ke w} C VY,
where if k < ¢, then y; and y, have no entries in common, and if j < k,

then x; and y; have no entries in common. We now denote

e(@r, yr) by @,
wo by Vo,
©Ory1 Vg by Jpq1,
V(L’o H 'Vyk 191@ by 0.

That is, 9 is defined recursively in k as shown; and oy, is a generalization
of ¥. We shall prove that, for all £ in w,

oyt o.

To this end, we note first that since no entry of yiy1 appears in ¥y, we
have, as a special case of the sequent (7),

VY1 (Ok V org1) F 0% V VYRt 1 Orp1s

that is (by definition of ¥x41),

YYr+1 Vkt+1 = % V VY41 Qrtr-

By the sequent (x) (used repeatedly), we have

Okt1 ™ VYrt1 Vrt1.

Therefore, by stringing together the (short) proofs of the last two se-
quents, we have

Okt1 = 0k V VY1 Pt (1)
By repeated use of the axiom allowing removal of universal quantifiers,
we have
EVe =Vy o(,y) = “VYkt1 Prt1;
therefore, by contraposition (justified by completeness for propositional
logic),
FYYrt1 pr — 32 Yy o(z,y),
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5.2 Completeness by ultraproducts

that is,
EVYk+1 Pr+1 — 0.

Combining this with (1) gives
Ok+1 U Vo
and therefore (by Generalization mainly)
Ok4+1 F o Vo
Thus if o, F o, then or41 - 0. Since by change of variables we have
o, o

when k£ = 0, by induction we now have this for all £ in w.

Now we can show that either o is provable, or ¢ has a model. to do so,
we consider two cases. The first one is easy to dispose of: If some o}, is
provable, then so is o itself, and we are done.

So now let us suppose that no oy is provable. Then no ¥4 is provable; so
it must not be a tautology.

Since ¥ is quantifier-free, but not a tautology, there must be a truth-
assignment to its atomic subformulas that makes 9 false. We can extend
this to a truth-assignment F' to all atomic formulas in variables from V'
(that is, in the variables v;) with predicates occurring in ¢. Since none of
those predicates is =, the truth-assignment F' determines a structure 2
whose universe is w such that, for each n in w, for each n-ary predicate
R occurring in ¢,

R¥* ={(i(0),...,i(n — 1)) € @™: F(Rvjg) " Vi(n-1)) = 1}.

If we now treat each variable v; as a constant whose interpretation in 2fy
is 4, then we have

A F R’Ui(o) T Vi(n—1) = F(R’Ui(o) e 'Ui(nfl)) =1.

Then by construction
Ay, E .
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5 Gddel’s Completeness Theorem

Suppose k < £. Then
I F Dy,

so that also =, = =9, and hence
Ay E =y,

Thus for all j in w,
{zew%hﬁ]}gj

Now let € be a non-principal ultraproduct of the 2;. It follows that, for
all j in w,
¢ E ;.

(Here v; is interpreted as the image of ¢ under the diagonal map.) Hence
the conjuncts of the —?; are true in ¢:

CF —p(xj,Y5)
Since we have no operation-symbols in our signature, every subset of C
is the universe of a substructure of €. Let B be the image of w under the
diagonal map in C. Since ¢ is quantifier-free, and the interpretations of
all of the variables are now in B, we have

B F _'so(wja yj)a

B 3y —o(z;,y).

But we have arranged things so that every element of BP is the interpre-
tation of some x;. Therefore

B EVr Iy —p(z,y),

that is, o is false in *B.

5.3 Completeness by Konig’'s Lemma

Godel himself does not use an ultraproduct explicitly in his argument,
but he can be understood to create the structure B (with universe w) as
follows.® Let (az: k € w) be a list of all of the atomic formulas appearing

81 am guided by Church’s version of Gédel’s argument here. See below.
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5.3 Completeness by Konig’s Lemma

in the formulas ¢,. We define B by determining in each case whether
oy is to be true in B (again with variable v; understood as ¢). This
determination can be made recursively as follows. First, we let

BEa) — {i:dFa}t=w
(that is, g is true in 9 if and only if the set of i such that ag is true in
2; is infinite), and then
BEa — |[{i: a0 =ar® & Wi Fa}|=w,
BEa = [{i: a0 =ar® & ¥ =n® & WEFw}=w,

A B

and so on, where a;** = o;~ means simply that «; is alike true or false
in 2A; and B. Strictly the definition is by strong or well-ordered recursion,
requiring only the single condition
BEqa, < |{Z /\ an[i :aj% & A; |=ak}| = W.
i<k

It follows by induction that, at each step,

i: N\ o™ =P} = w. (8)

j<k
The construction ensures B F —9; as before. Indeed, suppose if possible
B E 9;. Then the atomic subformulas of 9J; belong to a finite set {a;: i <
k}, so
{Z /\ ijgli = ij%} - {’L cw: A E ?9]}
i<k
However, as before we have also
{zew%):ﬂj}gj

These two inclusions together contradict (8§).

There is some arbitrariness in this definition of ‘8. If the truth of a; in B
has been determined when j < k so that (§) holds, then we shall want

[{i: /\ajgli :aj% & A E o} <w = BE ay,
i<k

|{Z /\aj%; :aj% & Qlilzak}| <w = BFE a.
j<k
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5 Gddel’s Completeness Theorem

If both of these sets are infinite, then the question of whether B F ay
can be decided arbitrarily. We decided above that «j would be true in
5 in this case. However, if at the beginning we had chosen an ultrafilter
D on w, then we could just define

BEa, < {i: A, Far}eD.

Godel himself is not explicit about how he obtains 8. His editor van
Heijenoort detects an allusion to Konig’s Lemma. There are more than
one theorem called by this name, but probably what is meant is the
following [17, Lemma I1.5.7, p. 69].

A tree is a (partially) ordered set such that, for every element a, the
subset {z: x < a} is well-ordered. The ordinal that is isomorphic to this
set is then the height of a. If this height is 8, then a successor of «a is
an element b of the tree with height S + 1 such that a < b. A branch of
a tree is a maximal linearly ordered subset.

An w-tree is a tree whose every element has finite height and finitely
many successors. One version of Konig’s Lemma is that every infinite
w-tree has an infinite branch. To prove this, we select an infinite branch
recursively by first letting ag be an element at height 0 such that {z: ag <
x} is infinite; then, assuming {z: a;y < z} is infinite, we let a1 be a
successor of ay such that {x: ap+1 < x} is infinite.

This lemma applies to the present situation as follows. We start with
the complete binary tree 2<%, that is, | J,,c,, 2", ordered by inclusion, so
that a < b if and only if a is an initial segment of b. See Figure 5.1. This
has a sub-tree consisting of those (eg,...,e,—1) such that the set

{ie: N\ o™ =¢j}
j<n

is infinite. This sub-tree is infinite, because it has elements at each finite
height. By Konig’s Lemma, the sub-tree has an infinite branch, whose
union is a sequence (e : k € w); we can then define

BEqa, < e, =1.

As before, B E —o.
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(0,0,0)
0.0
/’ \
(0,0,1)
(0)
(0,1,0)
\0 1)/
b \
(0.1,1)
(1,0,0)
Lo
/7 \
(1,0,1)
()
(1,1,0)
\1 —
b \

—~

1,1,1)

Figure 5.1: A complete binary tree

5.4 Arbitrary formulas

We have to justify the assumptions about ¢ made at the beginning of
§5.2.

5.4.1 Operation-symbols

What we call relations, Godel calls functions; but he has no symbols
for what we call operations. However, even if we do use them, we can
dispose of them as follows. Suppose, for some n-ary operation-symbol
F', there were an atomic subformula « of ¢ featuring a term Fitg---t,_1.
Introducing a new (n + 1)-ary predicate Rp, we could replace the term
Fty---t,_1 in a with a new variable z, obtaining an atomic formula «’'.
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5 Gddel’s Completeness Theorem

We could then replace « in ¢ with the formula
3z (&' A Rpto -+ tn_12),
obtaining ¢/. Then o would be logically equivalent to
o' A\Vx JyVz (Rey A (Rez — y = 2)).

We should show that o is provable from this equivalent sentence.

5.4.2 Equality

Suppose no operation-symbol occurs in o, but the sign = of equality
does occur. We have to deal with the requirement that this sign is inter-
preted in every structure as equality itself (and not merely an equivalence-
relation). We introduce a new binary predicate =, and we replace each
occurrence of = in ¢ with this new predicate =, obtaining a new sentence
o. Now let (Ryp, ..., Ry) be alist of all predicates (including =) occurring
in ¢/, and let ¢” be the sentence

o' AVx Yy (w =y — /\ (Rjz; — Rjyj))~
jsm

(Here x; and y, are initial segments, of appropriate length, of & and
y respectively; and x and y are long enough to make this possible.)
One shows that o is provable from ¢”. Also, if A £ ¢”, then =2 is
an equivalence-relation on A, and the set of equivalence-classes is the
universe of a model of o.

5.4.3 Skolem normal form

Every formula ¢ is equivalent to a formula ¢ of the same signature in
prenex normal form, that is, with all quantifiers in front. For example,
if x is not free in 19, then

Ve o AN ~Vx (p AY), Ve o Vi~V (V).

We shall show that, for every formula ¢, there is a sentence ¢, possibly
with new predicates, with the following two properties.
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5.4 Arbitrary formulas

1. ¢ has the form Jx Vy ¢, where 9 is quantifier-free.

2. If ¢ is valid, then so is ¢; but if =¢ has a model, then =y will be
satisfied in that model (that is, it will define a nonempty subset of
that model).

The sentence ¢ is a Skolem normal form for ¢. We can obtain it as
follows. First, write out a generalization of ¢ in prenex normal form,
as

dx Vy Q 9,

where Q is a string of quantifiers, and ¥ is quantifier-free. Introduce a
new predicate R and form the sentence

Jz (Vy (Q 9 — Rxy) — Yy Rxy).
This has the second of the desired properties. It is also equivalent to

Jz (Fy (Q 9 A =Ray) VVy Rxy),
Jz Jy ((Q 9 A =Rzxy) V Vz Rxz),
Jz Jy (Q (9 A -Rzxy) VVz Rxz),
Jz Jy Q (W A —~Rxy) VVz Rez),
Jx Jy Q V2((9 A =Ray) V Rxz),

This last sentence is in prenex normal form, though perhaps not be in
Skolem normal form. Still, the number of universal quantifiers that pre-
cede existential quantifiers has decreased. So the process terminates in a
sentence that must be in Skolem normal form.
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6 Boolean rings and Stone spaces

6.1 Boolean rings

In the ring (£ (), A,N), every element is its own square. As we said in
§3.1 on page 34, an arbitrary ring with this property is called a Boolean
ring. We now establish the promised Stone Representation Theorem
[23], that for every Boolean ring R the set Spec(R) of prime ideals of R
is such that R embeds (as a ring) in (Z?(Spec(R)), A,N). This result is
comparable to the so-called Cayley Theorem, that every group G embeds
in the group (Sym(G),o, 1,idg) under g — (z — gx).

So let R be a Boolean ring, namely a ring that satisfies the identity
x° = x.

We assume that R has a unit (like all other rings in these notes), but we
need not assume that R is commutative, we shall prove it. First, R has
characteristic 2, since

2r = (21)? = 4a? = 4u, 0 =2z, —r =z
It follows that R must be commutative, since now

zt+y=(z+y)? =2 +ay+yr+y’ =z +ay+yz+y,
0 =zy + yz,
yr = —TY = TY.

There are Boolean rings-without-units, for example 2, (w) (the set of
finite subsets of w, defined on page 36); but again, we shall not consider
these as Boolean rings.

We can rewrite the defining identity x? = x for Boolean rings as

0O=a2>—z=x-(x—1) =z (z+1).
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6.1 Boolean rings

Hence if p is a prime ideal of R, then since 0 € p, for all z in R we have
either z € por x — 1 € p (that is, z + 1 € p). Thus p has just two cosets:
itself and 1+ p. Therefore R/p = Fo, a field, so p must be maximal. (We
showed this for #2(£2) on page 37.) Also,

TEP <= x+1¢p.

As above, we let Spec(R) be the set of prime ideals of R, and if x € R,
we let [x] be the set of prime ideals of R that do not contain z. If
p € Spec(R), we have

TYeEpP <— x€pVyecnp,
hence
zydp = x¢p & yép.
Thus,
[zy] = [z] N [y].

Because R has characteristic 2, the sum of any two elements of {x,y, z+y}
is the third. Since

ay(x+y) =2 +ay’ =ay+ay =0,

p must contain at least one of z, y, and = + y. Then p contains exactly
one of these, or all:

r+yédp <= (zep &yédp)Vxgp & yep).
Thus
[z +y] =[] A [y].

Since finally [1] = Spec(R), we have now that x — [z] is a homomorphism
(of rings) from R to Z(R). It is injective too, since if x # 0, then
x+1+# 1, so x+ 1 generates a proper ideal that does not contain x, and
this ideal is included in a prime ideal, which must be in [z], so [z] # @.
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6 Boolean rings and Stone spaces
6.2 Ultrafilters

It follows now that an arbitrary Boolean ring R has all of the operations
and relations that can be defined on a Boolean ring () and its sub-
rings. For example, R is (partially) ordered by < corresponding to C,
where

Ty << TY=2.

Also R has operations — and A, corresponding respectively to ¢ and N,
so that

r=z+1, TNy =2zY.
Then
0=2a Az, 1=-0,
and the operation V corresponding to U can be given by
xVy=-(-zA-y). (%)

The structure (R, =, A) is called a Boolean algebra. Usually the signa-
ture of Boolean algebras is considered to be {0,1, -, A, V}; but again the
additional operations can be defined from — and A.

There is an equivalent axiomatic definition, which for the record can be
given as follows. A structure (R, —, A) is a Boolean algebra if and only if
R has at least two elements, and the following equations are identities in
the structure:

TANy=yAuzx,
xA(YAz)=(xAy)Az,
TNz =z,
-—x =z,
(x A—z) ANy =2 Az,
=(z A=y Az))=-(zA-y) A-(zA-z).
The last identity is equivalent to

xA(yVz)=(xAy)V(xAz),
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6.3 Stone spaces

when V is defined as in (x). The Boolean ring (R, +,-,0,1) can be recov-
ered from the algebra by the rules

r+y=(xA-y)V(zAy), Ty =1z AY.

Now we have the characterization of ideals on page 35, as well as the
definition of filters: A subset I of R is an ideal if and only if
0el,
r<y & yel = xe€l,
zel & yel = zVvyel,

and a subset F' is a filter if and only if {x + 1: 2 € F'} is an ideal, or
equivalently

1eF,
rel & x<y = yer,
xel & yeFF = xANy€F.

Then F is an ultrafilter if and only if {x + 1: x € F} is a prime ideal,
and in this case F' is the complement in R of the prime ideal.

6.3 Stone spaces

Given a Boolean ring R, we denote the set of its ultrafilters by
S(R).

We have a bijection p — p° from Spec(R) to S(R); this induces an iso-
morphism from £ (Spec(R)) to Z(S(R)). In particular, if x € R, we
may now define

[z] ={f € S(R): z € f},
so that  — [z] is an embedding of R in Z(S(R)).
A reason for working with S(R) rather than Spec(R) is that, as we shall

discuss in §7.3 below, logical theories can be understood as filters, and
then theories that are ultrafilters will be called complete theories. Also,

69



6 Boolean rings and Stone spaces
in a topological space X, the set of neighborhoods of a point is a filter of
Z(X).

The set S(R) is called the Stone space of R. Indeed, since (as we saw)

[z] N [y] = [zy], [1] = S(R),

the subsets [z] of S(R) compose a basis for a topology on S(R) called
the Stone topology. Every union of sets [z] is called is open in this
topology, and it follows that:

1) if U is a finite collection of open sets, then (U is also open—here
we may by convention allow (@ = S(R);

2) if U is a collection of open sets, then | JU is open—in particular,
J@ = @, so this is understood to be open.

The complement of an open set is closed. Since
[2]° = [z + 1],
the basic open sets [z] are also closed.

Suppose f and g are distinct elements of S(R). Then we may assume f\ g
has an element z. In this case

felx], gc<x+1], [Nz +1] =o.
Thus the Stone topology is Hausdorff: it separates points.

Suppose |J,c 4[] = S(R) for some subset A of R. Then every ultrafilter
of R contains some element of A. Then no prime ideal of R includes A
(since otherwise its complement would be an ultrafilter disjoint from A).
Therefore the ideal (A) of R generated by A must the improper ideal R.
In particular, this ideal contains 1. But then (Ag) must contain 1 for
some finite subset Ag of A. In this case no prime ideal of R includes Ay,
so every ultrafilter contains an element of Ay, which means

x€Ap

This shows the Stone topology is compact.
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6.3 Stone spaces

Another way to prove this topology compact is the following. We have
S(R) C Z(R), and we may identify the power 2% with £(R) under the
map

(z;i:i€R)—{i€ R:z; =1}

from 2% to £(R). (This map can be understood as x +— xz~1(1).) If
we give the set 2 the discrete topology, then 2% can be given the cor-
responding product topology, which is the weakest topology in which all
of the maps = +— x; (where ¢ € R) are continuous. Since the factors 2
are finite, this means the topology has a basis comprising, for each finite
subset Ry of R, for each (a;: i € Ry) in 2f, the set {x € 28: (z;: i €
Ro) = (a;: i € Ry)}. This set is both open and closed. Then S(R) has
the subspace topology and is moreover a closed subset of 2%, being the
intersection of all closed sets of the forms

{xe2ft:z =1},
{re2ftzy =0V =1},
{ze2fa,=0Va,=0Vay =1},
{re2f2,=0 = z,, =1}.

As 2 is compact by the Tychonoff Theorem, so must S(R) be compact.

Note that this case of the Tychonoff Theorem is easy to prove (and the
general theorem is not much harder). Suppose F is a collection of closed
subsets of 27 with the finite-intersection property, that is, for every finite
subset Fy of F, the intersection (] Fo is nonempty. We want to show that
() F itself is nonempty. We may assume that the elements of F are basic
closed sets; and then we may assume that each element of F has the form
{x € 2F: 2; = ¢} for some i in R and e in 2. By the finite intersection
property, there is no i in R such that F contains both {z: x; = 0} and
{z: x; = 1}. Then (| F contains a, where

0, otherwise.

{e, if {x:2x;, =€} €F,
a; =
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6 Boolean rings and Stone spaces

We can compute

[z] Uyl = ([=]* N [y]°)°

[

[z +1N[y+1])°
[(z+1)(y+ 1)
=lzy+ax+y+1]°
=
=

(
(

Y+ +y]
x Vyl.

Consequently, the only open sets that are also closed are the basic open
sets, that is, the sets [x]. For if the open set | J, . 4[7] is also closed, then
(since closed subsets of compact spaces are compact), we have

U [#] = [xo]U---Ulzp_1] =[ro V- Vn_q]

z€A
for some x; in A. Thus the subsets of S(R) that are both closed and
open—-clopen—compose a Boolean algebra or ring, which is the isomor-
phic image of R under x — [].

An arbitrary compact Hausdorff space with a basis of clopen sets can be
called a Stone space simply. Suppose S is one of these, and let B(S) be
the set of clopen subsets of S. Then B(S) is a Boolean sub-ring of £(5S).
In the special case where S = S(R), we have just noted

R~ B(S(R)).

In the general case, for every point P in S, the set {U € B(S): P € U}
of basic neighborhoods of P is a filter and in fact an ultrafilter of B(S).
Thus we have a map

P {UeB(S): PeU} (t)

from S to S(B(S)). Since S is Hausdorff, the map is injective. Suppose
f € S(B(S)). The intersection of every finite subset of f is an element
of f; in particular, it is a nonempty subset of S. Thus f has the finite
intersection property. Since S is compact, [f itself must be a nonempty
subset of S. Since also again S is Hausdorff, [ must consist of a single
point, P; and then we must have

f={U eB(S): PeU}.
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6.4 Boolean operations

So the map in (1) is a bijection from S to S(B(S)). In fact it is a homeo-
morphism. For, it takes every clopen subset V of S (that is, every element
V of B(S)) to the subset

{{UeB(S): PeU}: PV}
of S(B(S)); and this subset is [V], namely {f € S(B(S)): V € {}, since

Ve{UeB(S): PeU} < PecV.

6.4 Boolean operations

We observed in §6.2 that Boolean rings and Boolean algebras are ‘in-
terdefinable’: every Boolean ring is also a Boolean algebra whose basic
operations are the interpretations in the ring of certain terms; and then
the Boolean ring can be obtained from the algebra in the same way.

A Boolean operation on a power-set () is just an operation on
Z(Q) that is the interpretation of a term in the signature of rings or
Boolean algebras. We should like to verify that every operation on Z({2)
that can be defined without reference to €2 itself is a Boolean operation.
One way of doing this is as follows.

Suppose we have n subsets X°, ..., X*~ ! of Q. For each element o of
2™ there is a subset X, of ) given by

X, =X'n--.nxr

where

Xi— X', if o(i) = 1,
(X7), if o(i) = 0.

See Figure 6.1 for the cases n = 2 and n = 3 (here each set X, is labelled
with o). In case n = 0, the set 2™ has the unique element 0 (the empty
function), and then X, should be understood as . In any case, the
sets X, partition 2 into at most 2" subsets—or |2"| subsets, if we still
consider 2" as the set of functions from n to 2. For every subset S of
2" in this sense, the subset | J,.g X, of € is a Boolean combination of
the sets X*; and every Boolean combination of these sets is of this form.
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6 Boolean rings and Stone spaces

(0.0) (0,0,0)

Figure 6.1: Boolean combinations

Thus the number of Boolean combinations of the X is at most 22", (It
is less, if one of them is included in the union of the others.)
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7 More model theory

7.1 The structure of definable relations

The structures that we have worked with so far are more precisely called
one-sorted structures. By contrast, a vector-space is a two-sorted
structure, with a sort for the vectors and a sort for the scalars. It is
difficult to use a general notation for structures of arbitrarily many sorts;
so we just describe the general situation for one-sorted structures, and
then we point out that things can be adapted to many-sorted structures
as needed.

The definable relations of a (one-sorted structure) 2( are themselves ele-
ments of a many-sorted structure, with a sort for each finite subset I of
w: this sort corresponds to the set {z;: ¢ € I} of variables.

The n-ary relations on A compose the set &?(A™). Suppose B C A. The
set of n-ary B-definable relations of 2 can be denoted by

Def (21).

This is a subset of &?(A™), and moreover it closed under the Boolean
operations; that is, Def;(2() is (the universe of) a Boolean sub-algebra
of Z2(A™). To check this, we need only note:

(™) = (o)™, PNy = (9 Ay)T, ()

and also

g = (\/ xt £ xi)m,

<n

so that Def’(2) has the two distinct elements & and its complement
A",
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7 More model theory

On the set Z(A™), if n > 1, additional operations besides the Boolean
operations are possible. Indeed, if o is a permutation of n, then there is
a function o* from A™ to A™, given by

U*(J}O, - ,J,‘n_l) = (x0(0)7 L 7l.o(n—l)).
Now the singulary operation X — o*[X] on 2(A") is induced.

The same idea gives us functions from Z(A™) to Z(A™). Indeed, sup-
pose now o is a function from m to n, where n > 0 or m = 0. For example,
if m < n, then o could be the inclusion of m in n. Or if m = n + 1, then
o could be given by

n—1, ifi=n.

(i) = {z if i < n, 0
In any case, a function ¢* from A™ to A™ is induced, given by
o (2. 2" = (0@ oMy,
Then we have the function X — o*[X] from Z(A™) to L (A™); here
o[ X] = {(z°©, .. oMy (202 e X}
For example, if n = m + 1, and o is the inclusion of m in n, then
o[ X] = {(2° ..., 2™ ) (20, ..., 2™ € X}

but since the appearance of ™ here may seem peculiar, we can also
write

o*[X] = {(2° ..., 2™ ) (2°,...,2™) € X for some z™}.

For another example, if m = 2 and n = 1, so that ¢ must be the constant
function z — 0 on 2, then

o’ [X] ={(z,z): z € X}.

In the general situation, we also have X +— o0, [X] from Z(A™) to Z(A™),
where

0, [X] = (0%) 7 X] = {(,...,a" 1) € A": (27O, ... 27" D) e X}



7.2 Lindenbaum—Tarski algebras

For example, if ¢ is the inclusion of m in n, then o, [X] can be understood
as X x A" ™; while if 0: 2 — 1, then

o[ X]={x € A: (z,z) € X}.
Note that, in general, every function ¢ from m to n is a composition of:

1. permutations of some k,
2. inclusions of some k in k + 1;
3. maps from some k + 1 to k as in (}).

It should be clear that X — o*[X] takes Def5(2) to Def’y(2), and
X — 0.[X] takes Def;(21) to Def ().

The elements of w are also finite subsets of w. We could work with
arbitrary finite subsets of w. A formula whose free variables compose
the set {x;: i € I} then defines in 2 a subset of A?; and then we have
the subsets Defk () of 2(Al).

Consider the collection of all indexed families (Pr: I € & (w)), where
P; C 2(AY), and

e each P is closed under the Boolean operations,

e if o: I — J, the function X — o*[X] takes P; to Pj, and X
04| X] takes Pr to Py,

e for each n in w, for each n-ary predicate R in .#, P, contains R,

e for each n in w, for each n-ary operation-symbol F' in ., P,
contains {(a,b) € A"*1: F*(a) = b} (that is, (Fz = z™)%).

e for each c in B, P; contains {c}.

The indexed family (Defh(2): I € 2, (w)) is a minimum among these
families.

7.2 Lindenbaum-Tarski algebras

For any signature . and n in w, let us denote by

Su" ()
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7 More model theory

the set of n-ary formulas of .. Two elements ¢ and ¢ of Sn"(.7) are
said to be logically equivalent if the formula ¢ > 1 is a validity in the
sense of Chapter 5, that is, for every structure 2 of .7,

or equivalently the sentence

Va (p(z) < ¢(x))

is true in all structures in Mod (). The set of logical equivalence-classes
of elements of Sn"(.¥) is denoted by

B,.(.¥).

This is the nth Lindenbaum—Tarski algebra of ., and it is a Boolean
algebra in a fairly obvious way. The rest of this section is devoted to
spelling this out.

The set Sn"(.#) can be understood as a structure equipped with the
operations = and A. A structure without relations, but only operations,
is called an algebra. So we have an algebra (Sn" (%), =, A). This algebra
is not a Boolean algebra, simply because, for example, =— is never the
same formula as .

Still, if A € Mod(.#) and B C A, the function ¢ — ©* is an epimorphism
from (Sn"(#(B)),—, A) to (Def'’5 (), ¢,N): it is a surjection that respects
the operations, as in (*) on page 75.

For an arbitrary homomorphism h from an algebra 9t to 0N, the (gener-
alized) kernel of h is the binary relation {(z,y): h(z) = h(y)} on M.
If the structures are rings, then the connection between the usual kernel
and the generalized kernel is shown by the equivalence

h(z) = h(y) <= h(z—y) =0.

Such an equivalence is not always available for arbitrary algebras. Still,
the generalized kernel is an equivalence-relation; and then a quotient
M/ ker(h) can be defined, which is isomorphic to the image of 9% under
h.
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In particular then, there is a quotient of (Sn"(.(B)),—,A) that is a
Boolean algebra, namely the quotient by the kernel of ¢ — ¢%: this
quotient is isomorphic to Def’y (21).

The kernel of a homomorphism on the arbitrary algebra 9t is an example
of a congruence-relation: an equivalence-relation ~ on M that respects
the algebraic structure of 9t in the sense that, for every n in w, for every
basic n-ary operation of 9,

'~y & & "~y = F(x) ~ F(y).

In this case there is a well-defined quotient 9t/~, and there is a quotient-
map from 9 to M/~ whose kernel is of course ~.

We have seen the one-to-one correspondence between ideals and filters of
a Boolean algebra. There is also a one-to-one correspondence between
ideals and congruence-relations of a Boolean algebra, namely

I—={(z,y):xa+1=y+1},

with inverse ~ — {z: 2 ~ 0}.

The set of congruence-relations on (Sn(.%).#, -, A) (or on any algebra)
is closed under arbitrary intersections. The intersection of the set of
kernels of all homomorphisms ¢ + %, where 2 € Mod(.¥), is just the
relation of logical equivalence defined above, and B, (.%) is the quotient
of Sn" () by this relation. We shall henceforth each formula with its
logical equivalence-class, that is, confuse each element of Sn™ () with
its image in B, ().

7.3 Theories and type-spaces

By Godel’s Completeness Theorem, the relation - can be considered as
a binary relation on B, (.¥); indeed, it is the ordering induced by the
algebraic structure. That is, ¢ F 1 means that the formula ¢ — 1 is a
validity. With respect to the ordering, the greatest and least elements of
the algebra (that is, the 1 and the 0) can be denoted respectively by

T 1.

)
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7 More model theory

Every theory of . can be understood as a filter of Bo(#). That is,
if K € Mod(), then Th(K) has the closure properties required of a
filter:

1) it contains T;
2) if it contains o and 7, then it contains o A T;
3) if it contains o, and if o F 7, then it contains 7.

Suppose I' C Bg(.”). Then the set
Th(Mod(T"))

is a filter of Bo(.#). This filter is the set of all elements of Bo(.#) that
are true in all models of I". But there is also a filter generated by T,
namely the set of all o such that ATy F o for some finite subset I’y of
I'. By the Compactness Theorem (Theorem 6, page 47), these two filters
are the same. If ¢ is a member, we may write

I'kFo.

By the Compactness Theorem then, every proper filter of Bo(.#) has a
model.

The sameness of the two foregoing filters is not trivial, because the Com-
pactness Theorem is not trivial. The Compactness Theorem does not
follow merely from the compactness of Stone spaces. For example, the
second-order theory of (w, 0,z — x4 1) is axiomatized by

Ve x+1+#0,
VeVy (z+1=y+1—x=y),
VX (0eXAVy(ye X sy+1eX)—=>Vyye X).

All models of these axioms are isomorphic to one another. In particular,
there is no model that is also a model of each of the sentences ¢ # 0,
¢ # 1, ¢ # 2, and so on, where ¢ is a new constant. However, every
finite set of these sentences has a model, if the interpretation of ¢ is large
enough.

If T is a theory of ., then two formulas ¢ and v are equivalent modulo
T if
TV (p(x) + ¥(x)).
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The equivalence-classes with respect to this relation compose the Boolean
algebra
Bn(T).

Then B, () is B, (@) or B,(T). The Stone space of B, (T) can be
denoted by
Sn(T).

The elements of this space are called n-types of T—or one may call
them complete n-types of T, if one wants to use the word type more
generally for arbitrary filters of B,,(7") or just arbitrary collections of n-
ary formulas. In any case, an element of Sq(.¥) is called a complete
theory.

Suppose ® € S, (T). If @y is a finite subset of ®, then A ®q is not
equivalent to L modulo T'. In this case TU {3:1: A CI)O(:I:)} has a model.

Suppose also A E T. An element a of A" realizes @ if, for all ¢ in @,
AE p(a).

In this case, we may say also that 2l itself realizes ®. By Compactness,
some model of T realizes ®. Indeed, 2 has an elementary extension that
realizes ®.

7.4 Saturation

We are often concerned with the parameters used in formulas and types.
If M € Mod(.¥), and A is a subset of M, then by 94 we mean I,
considered as having signature .#(A). We may then denote S,,(Th(9t,4))
simply by

Sn(A);

an element of this can be called a type over A. For every infinite cardinal
K, a structure is called k-saturated if it realizes every type that has fewer
than xk-many parameters. In particular, a structure is wi-saturated or
Ni-saturated if it realizes all types in countably many parameters.

Theorem 13. For every structure 2 with a countable signature, every
non-principal ultrapower AL /P of A is w1 -saturated.
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7 More model theory

Proof. If ® is a type in countably many parameters, then ® itself is
countable, so we can write it as {¢,: n € w}. Let a, satisfy ggA--- Ay,
in 2. Then

E<n = AE gr(a,).

Therefore, if P is a non-principal prime ideal of &(w), then (a,: n €
w)/P realizes ® in AV /P. O

There is a version [5, Thm 6.1.1, p. 384] of the foregoing for uncountable
index-sets (or exponents) €2; but then P must have a countable subset
whose union is © (so one should show that such prime ideals can be
found).
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8 Rings

8.1 ldeals

In this chapter, as throughout these notes, the word ring will always
mean a commutative unital ring. The letter R will always denote a ring
in this sense. We have spent time with Boolean rings; now we work
more generally (and also review some of the basic facts about integral
domains and fields that we have already used). The main point is to
develop some of the algebraic geometry that will be used in the examples
of ultraproducts in the remaining two chapters.

The following are equivalent conditions on the ring R:

e 1=0in R.
e R has only one element.

A ring meeting either of these conditions will be called trivial.

Let the variables z and y range over R. If z # 0 and y # 0 (that is, if
z € R~ {0} and y € R~ {0}), but

xy =0,

then = and y are called zero-divisors. An integral domain is a non-
trivial ring with no zero-divisors.* Equivalently, R is an integral domain
if and only if

zy=0ANx#0 = y=0.

For example, the ring Z of rational integers is an integral domain. So are
the polynomial rings K[X], K[X,Y], and so forth, where K is a field.

*Lang [18, pp. 91—92| recommends entire as the adjective form of integral domain,
observing that integral would have been better, had it not already been taken for
other purposes.
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8 Rings
However, suppose n is a positive integer. Then Z/nZ (namely the ring

of integers modulo n) is an integral domain if and only if n is prime.

Here nZ is the ideal {nz: x € Z} of Z. In general, an ideal of R is an
additive subgroup I such that the quotient group R/ is also a ring with
respect to the multiplication given by

(x+1)-(y+1)=ay+1.
That is, for I to be an ideal, we need
(x+1)-1=1
(since I is the zero of R/I); this means
yel = xy € I

and this is enough.

Every ideal contains 0 at least; if it contains nothing else, it is the trivial
ideal or zero-ideal.

A proper ideal of R is an ideal different from R itself: equivalently, it is
an ideal that does not contain 1.

A proper ideal I of R is called prime if
zyel & x¢] = yel.
Compare this with the definition of integral domains:
Theorem 14. A ring is an integral domain if and only if the trivial ideal

18 prime.

For another example, {0} U {zero-divisors} is a prime ideal, which we
shall denote by
Io.

So R is an integral domain if and only if Iy = {0}. A positive integer n
is prime if and only if nZ is a prime ideal of Z.

Theorem 15. Let I be an ideal of R. Then R/I is an integral domain
if and only if I is prime.
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8.1 Ideals

Proof. We have that R/I is nontrivial if and only if I is proper. Assuming
I is proper we have that the following are equivalent.

R/I is an integral domain.

(x+1)-(y+ D=1 & z+I1#1 = y+1=1.

zyel & x¢] = yel.

I is prime. O

A unit of a ring is a divisor of 1. That is, if
ry =1,

then both x and y are units. The units of R compose a multiplicative
subgroup of R, denoted by

R*.
In a trivial ring, 0 is a unit. but zero-divisors are never units or 0; that
is, if R has any zero-divisors, they belong to R~ (R* U{0}). We can also
write

140 = I[hNR* =g2.

A ring is a field if all nonzero elements are units. That is, R is a field if
and only if R = R* U {0}. In particular, fields have no zero-divisors, so
they are integral domains.

The standard examples of fields are Q, R, and C. Moreover, if p is prime,
then Z/pZ is (not only an integral domain, but) a field.

A maximal ideal is a proper ideal that is maximal as such. An ideal I
of R is maximal if I is a proper ideal and, for all ideals J of R,

I1CJ & I#J = J=R.
If A C R, then by
(4)

is meant the smallest ideal of R that includes A. Then (A) is the set of
sums

0 -1
a$0+"'+an Tn—1,

where ' € A and z; € R and n € w. In particular, n can be 0, and in
this case the sum above is 0. Thus (&) = {0}, the trivial ideal.
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When A = {ap, a1, ...}, we may write (A) as (ag,a1,...). In particular,
R = (1). Also the trivial ideal is (0), where 0 is the ring element, not
the empty set; but then this notation is redundant: strictly we should be
able to write the zero-ideal as ( ).

A proper ideal I of R is maximal if and only if, for all z in R\ I, we
have

(I U{z}) =R,
that is,
1€ (1U{a}),
that is, for some y in R,
lexy+ 1.

Theorem 16. Let I be an ideal of R. Then R/I is a field if and only if

I is mazrimal.

Proof. Again, R/I is nontrivial if and only if I is proper. Assuming [ is
proper we have that the following are equivalent.

R/I is a field.

If x + 1 +# I, then for some y, (x+I)(y+1)=1+1.

If © ¢ I, then for some y, 1 € zy + 1.

I is maximal. O

Corollary. Mazimal ideals are prime.

The converse is true in Z.

8.2 Localizations

Throughout this section, the ring R will be nontrivial. It will then have a
quotient field (or field of fractions) constructed as Q is constructed from
Z.

A multiplicative subset of a ring is just a subset that is closed under
multiplication. More precisely, if S is a multiplicative subset of R, this
means that for all finite subsets {a*: k < n} of S, the product [],_, a"
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8.2 Localizations

is also in S. In particular, 1 € S, since [],_, a® is 1 when n = 0 (that
is, the empty product is multiplicatively neutral element 1, just as the
empty sum is 0).

For example, the set R\ Iy of non-zero non-zero-divisors of R is a multi-
plicative subset of R; more generally, so is the complement of any prime
ideal; and so are {1} and R*.

Lemma. If S is a multiplicative subset of R, there is an equivalence-
relation ~ on R X S given by

(a,b) ~ (x,y) < (ay —bx)-s=0 for some s in S. (%)

If R is an integral domain and 0 ¢ S, or more generally if SN Iy = &,
then the equivalence-relation of the lemma is given by

(avb)N (:c,y) <~ ay —br = 0;

but we shall be interested in the more general situation, especially in
Chapter 10.5, and then a broader condition as in (x) is needed.

The ~-class of (a,b) is denoted by

a
b
or a/b. The set of these classes is denoted by
ST'R;
it can be called the localization of R at S.

Theorem 17. Let S be a multiplicative subset of R. The localization
STIR is a ring with respect to the usual operations:

ac

c ad + be a ¢ _
d~  bd ’ b d bd

+

a
b

There is a homomorphism x — x/1 from R to S*R. This homomor-
phism is injective if and only if SN Iy = .
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For the homomomorphism of the theorem, the condition of injectivity is
not always met. It is met when 0 ¢ S and also R is an integral domain
(that is, Iy is trivial). In particular, we have

Theorem 18. A ring is an integral domain if and only if it a sub-ring

of a field.

Proof. For sufficiency, note that a zero-divisor of a sub-ring is a zero-
divisor of the original ring.

To show necessity, we note that an integral domain R embeds in the ring
(R~ {0})7'R, which is a field. O

The field (R ~ {0})"'R in the proof is the quotient field (or field of
fractions) of R (assuming R is a integral domain; otherwise this field is
(R N Io)_lR).

Every substructure of a field is a ring. Therefore, by Theorem 11 on page
50, if T' is field-theory, then Ty is the theory of integral domains. The
following is obvious, but should be noted:

Theorem 19. If an integral domain embeds in a field, then the embedding
factors through the fraction field of the integral domain. That is, if R
is an integral domain embedding under ¢ in its fraction-field K, and R
embeds in a field L under ¢, then K embeds in L under a map ¥ such
that v o1 = . O

See Figure 8.1. Suppose now K is a field, and L is a field of which K is

Figure 8.1: The universal property of the quotient field

a subfield, that is, K C L. In short, L/K is a field-extension. If n € w,
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8.2 Localizations

we may let X be an n-tuple (XY, ..., X"~ 1) of indeterminates, so that
we can form the ring of polynomials in X over K, denoted by

K[X].
The fraction-field of this ring is denoted by
K(X);

it is the field of rational functions in X over K. Suppose now a € L".
Then there is a function f + f(a) (or X* + a') from K[X] to L. The
range of this function is denoted by

Klal,
and the fraction-field of this ring is denoted by
K(a);

by the last theorem, we may consider this field as a subfield of L. In
other words,

e K|a] is the smallest sub-ring of L that includes K U{ag,...,an-1};
e K(a) is the smallest subfield of L that includes K U{ao,...,an_1}.

Note well that the function f — f(a) is not generally defined on all of
K(X), though it may be defined on a sub-ring of this field that strictly
includes K[X]. We shall consider this situation presently. Meanwhile,
the kernel of the homomorphism f +— f(a) on K[X] is a prime ideal p,
and then

Kla] = K[X]/p.

If that ideal is nontrivial, then a is said to be algebraically dependent
over K, or simply algebraic over K in case n = 1.

Theorem 2o0. If a is algebraic over K, then

Thus prime ideals of K[X] are mazimal.
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8 Rings

Proof. If bg +b;1 -a+---+ b, -a™ =0, then

1 b1 bg bn 71>
== = . qg" . ™
a <b0+b0 a+ +b0 a

Recall that Boolean rings also have the property that prime ideals are
maximal (pages 37 and 67). This is not generally true for K[X]. For
example K[X,Y]/(X —Y) = K[X], an integral domain that is not a
field; so (X —Y) is a non-maximal prime ideal of K[X,Y].

In general, if S is a multiplicative subset of R, then, using the notation
above, we can denote the localization S~'R also by

R[S7Y.

In case S is the complement of a prime ideal p of R, then this localization
is denoted also by

Ry.
Confusingly, this may called the localization of R at p, although in the
earlier terminology it is the localization of R at the complement of p. If
R is an integral domain, then its fraction-field is the localization Ryo;.

Suppose again L/K is a field-extension and a € L™. If p is the prime
ideal of K[X] that is the kernel of f — f(a), then K[X], is the largest
sub-ring of K(X) on which the homomorphism f +— f(a) is defined.

In general, as we noted, if p is a prime ideal of R, then R \ p is multi-
plicative. The converse is true, and more, in the following sense:

Theorem 21. Let I be a proper ideal of R.

1. R~ 1 is multiplicative if and only if I is prime.
2. R~ 1= R* if and only if I is the unique maximal ideal of R. [

A ring with a unique maximal ideal is called a local ring.

Theorem 22. The localization of a ring at (the complement of ) a prime
ideal is a local ring, whose mazimal ideal is generated by the image of
that prime ideal. O

We can now refer to R, (where p is prime) as the local ring of R at p. A

reason for the terminology can be seen in algebraic geometry, to which
we now turm.
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8.3 Algebraic geometry

Figure 8.2: The zero-locus of y — 22 in R

8.3 Algebraic geometry

Again suppose K and L are fields such that K C L. For example, K
might be Q, and then L might be C. Let X be (X°,..., X"~ 1) for some
n in w. Given a point @ of L™, we have looked at the homomorphism
f = f(z) from K[X] to L. ‘Dually’, an element f of K[X] determines
a function & — f(x) from L™ to L. Often we are interested in the
solution-set of the equation

f(@) =o.
Such equations are studied in school, at least when L = R and n = 1.
We define
Zp(f) ={weL": f(x) =0}
this is the zero-locus of f in L. See Figure 8.2. We may also want to

look at more than one equation simultaneously, as for example in defining
a straight line in R3. Accordingly, if A C K[X], we define

2(4) = () Ze()),
feA
that is,
Zp(A) = ({z € L": f(x) = 0}; (1)
feA

this is the zero-locus of A in L. See Figure 8.3. (The definition should
be compared with (%) and (f) on page 24.) The function A — Zp(A)
is the zero-locus map. A course in ‘analytic geometry’ is a study of
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I

Figure 8.3: The zero-locus of {y — 2%,y — x} in R

zero-loci in R, in case n is 2 or 3, where K[X] can be written as K[X,Y]
or K[X,Y, Z].

If I is an ideal of an arbitrary ring R, we define

VI = U{xER:x”EI};

new

this is the radical of I. (Note that the radical is indeed an ideal: if
fr el and g™ €I, then (f +g)"t™~1 € I.) An ideal is a radical ideal
if it is equal to its own radical.

Theorem 23. For all subsets A of K[X],
Z1(A) = Zi((4)) = ZL(V(4)).

Thus all zero-loci are zero-loci of radical ideals.

The zero-loci of the various subsets (or just ideals, or just radical ideals)
of K[X] are also called algebraic sets. As the notation is supposed to
recall, the definition of Z,(A) depends on L. We intend to overcome this
dependence. Meanwhile, we have the following.

Theorem 24. The algebraic sets in L are the closed sets of a topology
on L".

Proof. What this means, and what we shall show, is that (1) the inter-
section of an arbitrary collection of algebraic sets is an algebraic set, and
(2) the union of a finite collection of algebraic sets is an algebraic set.
(In particular, since @ = |J @, this will be shown to be an algebraic set;
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8.3 Algebraic geometry
also, [ & is to be understood as L™, so this too will be an algebraic set.
See also page 70.)

The first point is obvious from the definition. Indeed, if A is a collection
of ideals of K[X], then

() Zela) =2 (D A),

acA

where Y A is the ideal generated by |J.A. (So the ideal is (|J.A); but it
consists of finite sums of elements of | J.A, and the notation > A is more
suggestive of this.) In particular, as a special case we have

L™ =71({0}).

For the second point, let a and b be ideals of K[X]. Then
aCb = Zp(a) DZ5(b).

Consequently
ZL(aﬂ b) D) ZL(CI) U ZL(b)

Conversely, suppose € € Zr(aNb) \Z(a). Then for some f in a we have
f(x) # 0. But then for all g in b we have f-g € anb, so f(x)-g(x) =0,
and hence g(x) = 0 (since L is an integral domain). Thus x € Z(b).
Therefore

Zp(anb)=Zg(a) UZL(b). (1)
Finally
Z1((1)) =@.
Thus finite unions of algebraic sets are algebraic. O

The zero-locus of an arbitrary intersection of radical ideals need not be
the union of the zero-loci of the ideals. For example, if K = Q and

k

a = (H(X—i)) — (X =1)-- (X —k)),

i=1
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then Zr(a) = {1,...,k}, but [,y o = {0}, so

U Zo(aw) =N L =2,({0}) = Z([) an)-

keN keEN

The topology on L™ given by the theorem is called the Zariski topology
over K. Then algebraic sets may be called Zariski-closed over K, or
perhaps K-closed. All intersections of such sets are finite intersections,
because of the following:

Theorem 25 (Hilbert Basis Theorem). For every n in w, every ideal of
the polynomial ring K[X°, ..., X" 1] is finitely generated.

Proof. The claim implies, and is therefore equivalent to, an apparently
stronger claim, namely that every ideal (A) of K[X°,..., X" 1] is (Ao)
for some finite subset Ay of A. For, if (A) = (fo,..., fm—1), then each
fr is in (A¥) for some finite subset A* of A; and then we can let Ay =

Uk<m Ak'

The claim as also equivalent to the claim that every sequence (ay: k € w)
of ideals such that
apCap Capg C---

—that is, every increasing chain of ideals (indexed by w)—is eventually
constant. For, the union of such a chain is an ideal b, and if this ideal
is finitely generated, then it has a generating set whose elements all lie
in some ay, and then this ideal is b. Conversely (or inversely), if a were
not finitely generated, then for all subsets {fx: k < ¢} of a we could
find f; in a~ (fx: k < £); thus we could form a strictly increasing chain
((fr: k< 0):Lew).

There is now also a fourth form of our claim: every countably generated
ideal is finitely generated. We turn to proving the claim, in any convenient
form.

The claim is trivially true when n = 0, since a field has only two ideals:
the trivial ideal and the improper ideal (1).

The claim is still easy when n = 1, because K[X] is a Euclidean domain.
In particular, if f and g are in K[X], we have an algorithm (the Euclidean
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algorithm) for finding their greatest common divisor—say h; and then
(f,g9) = (h). Hence if a = (fi: k € w), for each k in w we can find gj, so
that

(fos s fr) = (gr)-

In particular, giy; divides gx. Then min{deg(gx): k¥ € w} = deg(ge) for
some /¢, and consequently a = (gy).

When n > 2, we have not got the Euclidean algorithm; but we can come
close enough if we use induction. Suppose then that the claim is true
when n = m. Let a be an ideal of K[X°, ..., X™]. We form a sequence
(fo, f1,-..) of elements of a by recursion: Given (fi: k < £), we let fo,
if it exists, be an element of a \ (fr: k¥ < £) of minimal degree as a
polynomial in X™ over K[X°,..., X™71]. Then these degrees form an
increasing sequence:

degxm (fo) < degxm (f1) < degxm(f2) < ...

Let g be the leading coefficient of f; (as a polynomial in X™ over
K[X% ..., X™1; s0 g € K[X?...,X™"!]). By inductive hypothe-
sis, for some /,

(gki ke (,U) = (gk: k <€)

Then in particular
g0 € (gr: k< 0.

Therefore (fr: k < £) has an element h whose leading coefficient (as
a polynomial in X™ over K[X°, ..., X™71]) is gy; and the degree of
this element can have any value that is at least the degree of f;,_1. In
particular we may assume h has the degree of fy,. But then f, — h has
lower degree and belongs to a ~ (fx: k < £); that is, fr did not have
minimal degree. Thus there is no fy; that is, a = (fx: k < £). O

A singly generated ideal is called principal. Then part of our proof of
the theorem gives the following:

Porism. FEvery ideal of K[X] is principal. O

Hence, although in the example above N is the union of zero-loci, it
cannot itself be a zero-locus; for, every zero-locus of polynomials in one
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variable is the zero-locus of a single polynomial, so it is either the whole
field L or a finite subset of this.

The theorem itself has the following:

Corollary. Fvery decreasing chain of closed subsets of L™ is eventually
constant. U

It is not obvious that the corollary implies the theorem, since it is not
obvious that a C b implies Zy(a) D Zr(b), even if a and b are radical
ideals. In fact, this can be false. For example, when L = R, then (X?+1)
is a radical ideal whose zero-locus is the same as the zero-locus of (1),
namely empty.

8.4 A Galois correspondence

For a ‘dual’ to the definition of zero-loci, if A C L™, we define

Ix(A) = ({f € K[X]: f(z) = 0};

xcA

this is a radical ideal of K[X], and we may call it the ideal of A over
K. The function A — Ig(A) is the ideal map. The definition does
not involve the field L as such, but it does involve K, as the notation
indicates.

Every subset A of L™ has a Zariski closure over K, namely the smallest
K-closed subset of L™ that includes A. We can denote this closure by

—K

A

Then we have easily:

Theorem 26. For all subsets A of L™,

A" = 7, (1 (A)), Ixc(A) = Ix(A0).
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8.4 A Galois correspondence

In the proof of Theorem 24 we used that the zero-locus map is inclusion-
reversing. This is by the form of the definition. Since the definition of the
ideal map has the same form, this function too is inclusion-reversing.

The last theorem theorem is entirely formal in this way. Indeed, the form
of the definitions of the zero-locus and ideal maps is just the form used
in establishing the original Galois correspondence in field theory. In
that context, L is a normal and separable finite extension of K. We let
G be the group of automorphisms of L over K, that is, G = Aut(L/K).
For subgroups H of GG, we define

Fix(H) = m {reL: 2% =z}
occH

for intermediate extensions F' of L/K, we have

Aut(L/F) = ﬂ {c € G: 27 =x}.

zeF

If we abbreviate Fix(H) as H', and Aut(L/F) as F’, then we always
have

XCY = X' DY/, X CcX”,

so that (as a special case of the latter) X’ C X" but also X’ O X",
Thus
X/// — X/.

Therefore we have a one-to-one correspondence X — X’ between the
fields Fix(H) and the groups Aut(L/F); and this is entirely by the general
form of the definitions. What makes the correspondence useful is the
special features of the situation: that |G| = [L : K], simply because L/K
is normal, separable, and finite; and then |Aut(L/F)| = [L : F] for all
intermediate extensions F' of L/K; and therefore every intermediate field
of L/K is Fix(H) for some H, and every subgroup of G is Aut(L/F) for
some intermediate field F of L/K.

We return to the algebraic-geometric situation. For the formal reasons
just discussed, we have a one-to-one Galois correspondence between
the K-closed subsets of L™ and certain radical ideals of K[X], namely
those of the form Ik (F) for some K-closed set F. See Figure 8.4. We
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(x’y) (I—l,y—l)
(y—x,y _xQ)
7 N
(y — ) (y — 2?)

Figure 8.4: Algebraic-geometric Galois correspondence

may refer to those ideals as being themselves L-closed. Is this Galois
correspondence of any use?

The L-closed ideals of K[X] are just those of the form Ix(Zp(a)) for
some radical ideal a of K[X]; and then

a CIg(Z(a)). (8)

This is an equation if and only if a is L-closed. We noted in effect that if
L = R then the radical ideal (X2 + 1) is not L-closed:

(X2 4+ 1) € (1) = I (Ze((X? +1))).

However, as L grows larger, so does Zr,(a); but then Ix(Zz(a)) becomes
smaller. In fact

(X% +1) = Ix(Ze((X* +1))).
We now are faced with the following:

Question 1. For every radical ideal a of K[X], is there an extension L
of K large enough that

a= IK(ZL(CL))?

Question 2. Is there an extension L of K large enough that for all ideals
a of K[X] and all extensions M of K,

Ix(Zr(a) C Ik (Zm(a))?
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8.4 A Galois correspondence

Note well that a and L are quantified in different orders in the two ques-
tions, as Va 3L and JL Va respectively. This means a positive answer
to Question 1 does not immediately give a positive answer to Question
2. We would first have to show that the different fields L corresponding
to the different ideals a are all included in one large field. This is true
however, since the class of fields has the joint embedding property:
If fo embeds K in Lo, and f; embeds K in Lq, then there is a field M,
and there are embeddings g; of the L; (respectively) in M, such that

go © fo = g1 0 f1. See Figure 8.5.

Figure 8.5: Joint embedding property of fields

By contrast, even if Question 2 has a positive answer, it is not at all clear
that the answer to Question 1 must be positive. We settle Question 1
first in a special case.

Lemma. For all maximal ideals m of K[X], for all extensions L of K
in which K[X]/m embeds over K,

m= IK(ZL(m))

Proof. As formulated here, the lemma almost proves itself. We just have
to show I (Zy(m)) is a proper ideal. But the image of X in K[X]/m is
in the zero-locus of m. In particular, if L includes this field, then Zp (m)
is not empty, so Ix(Zz(m)) cannot be all of K[X]. O

This gives us another special case:
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Theorem 27. If K[X]"® C L, for all idedls a of K[X] such that
Ix(Zg(a)) is the improper ideal,

a= IK(ZL(CL)).

Proof. The claim is

We prove the contrapositive. If a is a proper ideal of K[X], then it is
included in some maximal ideal m. The field K[X]/m can be understood
as an algebraic extension of K(X*: i € I) for some subset I of n, so it
embeds in K(X)™8. By the lemma then, since Ix(Zg(m)) is a proper
ideal, so is Ix(ZL(a)). O

Note that if Ix(Zg(a)) # (1), then Z1(a) # @. Thus every proper ideal
has non-empty zero-locus in a large-enough field. Nullstellensatz means
zero-locus theorem:

Theorem 28 (Nullstellensatz). If K[X,Y|™® C L, for all radical ideals
a of K[X],
a = IK(ZL(CI)>.

Proof. Say f € Ix(Zr(a)). If * € Zr(a), then f(x) = 0. This shows
Zp(aU{f—-1}) =2, s0

Ig(Zr(aU{f —1}) = (1).

By the last theorem, aU{f — 1} too must generate the improper ideal of
K[X]. We want to be able to conclude f € a. To do so, we modify the
argument so far. We have f-Y € Ix(Zr(a)), if we consider a now as a
subset of K[X,Y]. As before, aU{f-Y — 1} must generate the improper
ideal of K[X,Y]. Now, by itself, a generates the ideal of K[X,Y] whose
elements are polynomials in Y with coefficients from a. Hence there is
some such polynomial g, and there is some h in K[X,Y], such that

g+h-(fY-1)=1L
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8.4 A Galois correspondence
Substituting 1/f for Y, we get g(1/f) = 1; that is,

+ 1+ —1 1
goT+g1- % T .-.9m " =
f m

for some g; in a, and hence
go - [ g [T g =

This means f™ € a. Assuming a is radical, we have f € a. Thus
Ix(Zp(a)) C a and therefore Ik (Zp(a)) = a. O

We have now settled both Questions 1 and 2. This suggests that under-
standing algebraic sets can somehow be reduced to understanding radical
ideals of K[X]. Indeed, there is some extension L of K large enough that
we have a Galois correspondence between the K-closed subsets of L™ and
the radical ideals of K[X]. It is not particularly important for what fol-
lows that this field L can be chosen as K8, Nonetheless, it is true:

Theorem 29 (Hilbert’s Nullstellensatz, weak form). FEwvery proper ideal
of K[X] has a non-empty zero-locus in every extension of K®#.

Proof. In the lemma, by the Hilbert Basis Theorem, m has the form
(fo,---, fe) for some f; in K[X]. Thus the formula

fozo/\.../\fézo

has a solution in K[X]/m and a fortiori in (K[X]/m)™2. The latter field
is an elementary extension of K&, by the model-completeness of the
theory of algebraically closed fields (Theorem 10 on page 49). Therefore
the formula has a solution here too. Thus as long as K C L, we have

Now the proof of Theorem 28 gives:

Corollary (Hilbert’s Nullstellensatz, strong form). For all radical ideals
a of K[X],
IK(ZKalg (a)) = da.
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9 Finite fields

9.1 Ultraproducts of finite structures

Suppose a theory T has arbitrarily large finite models. Then there is a
sequence (2,,,: m € w) of finite models of T such that |A,,| > m in each
case. Consequently, the sentence

xo, . oy Tm) /\ T # xj

i<j<m

is true in each 2, such that m < n. By Lo$’s Theorem then, the sen-
tence is true in every non-principal ultraproduct of the structures 2I;. In
particular, this ultraproduct is infinite. Moreover, every sentence that is
true in each 2; is true in the ultraproduct; that is, the ultraproduct is
a model of the theory of the structures ;. Thus the ultraproduct is an
infinite model of the theory of finite models of T'. Such a structure might
be called a pseudo-finite model of 7. We shall consider the case where
T is the theory of fields.

9.2 Finite fields

Let us review the basic theorems about finite fields. Suppose K is a field.
There is a homomorphism 1 — 1 (or k — k-1) from Z to K. The kernel of
this homomorphism is nZ for some positive n, called the characteristic
of K, char(K). Since Z/nZ must be an integral domain (by Theorem 18,
p. 88), n is either 0 or prime. If char(K) = 0, we may consider Q as a
subfield of K; if char(K) is a prime p, we consider Z/pZ, denoted by Fp,
as a subfield of K. Respectively, Q or [, is the prime field of K.

Let K be a finite field of characteristic p. Then K is a vector-space over
F, of some finite dimension m, so K has order p™. The group K* of
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9.2 Finite fields

units of K has order p™ — 1, so its every element is a root of z#" ~1 — 1.
Then every element of K is a root of the polynomial

Since the formal derivative of this is —1, it has no repeated roots. Thus
its roots (in an algebraic closure F,*# of F,, that includes K) are precisely
the elements of K: we have

K ={zcF,: 2?" = z}.

Conversely, for all m in N, since the map z — z?” is an automorphism
of T8, the set {z € F,™¢: 2?" = z} (namely the fixed field of the
automorphism) is a subfield having order p™. This then is the unique
subfield of IFpalg of this order, and we can denote it by

]Fpm .

The group F,m ™ of units of this field is cyclic. For again, it is a finite
abelian group of order p™ — 1 and is therefore a direct product

H Gfa

Llp™m—1

where each Gy is an ¢-group (a group whose elements have orders that
are powers of £; here and elsewhere in this chapter, £ is, like p, a prime
number). Since Gy is finite, for some positive integer n, every element of
Gy is a solution of

2 =1

But in a field, this equation has no more than ¢™ solutions. Therefore, if
n is minimal, G, must be cyclic of order ¢". Then the product F,m* is
itself cyclic, of order p™ — 1.

The collection of finite subfields of ]Fpalg, ordered by inclusion, is iso-
morphic, under the map F,» — m, to N as ordered by dividing. That
is,

Fpm ngn <~ m‘n

See Figure 9.1. Indeed, if Fpm C Fpn, then [Fp» is a vector-space over Fpm,
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NN NS
NN

/\/
\/\

Fp
Figure g.1: The lattice of finite fields of characteristic p

so its order is (p™)* for some k, and then n = mk, so m | n. Conversely,
if m | n, then
Pt —1]p" -
and therefore
oPT P 1,
so Fpm C Fpn
Finally,

Fpalg _ U Fpn (*)

neN

(since every extension Fy,n/F, is certainly algebraic, while every finite
algebraic extension of F), is a finite field).

9.3 Galois groups

We have shown that for each prime p, for each m in N, there is a subfield
F,m of F,*8, and this subfield is generated by (in fact it consists of)
the roots of the polynomial 2" — x, which is separable. Therefore the
finite field-extension Fpm /IF, is normal and separable, that is, Galois.
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9.3 Galois groups

The order of its group of automorphisms is [Fpm : Fp], that is, m. But
the Frobenius automorphism of F,*#, namely z — 2P or

Frob,

restricts to an automorphism of F,~ of order m, since we have shown in
effect
Fix(Frob") = F .
Thus
Aut(Fpm /F,) = (Frob | Fpm) = Z/mZ.

For any field K, let us write
Gal(K) = Aut(K°P/K),

the absolute Galois group of K. We want to determine Gal(F,). Suppose
o € Gal(FF,). For every n in N, we have

o [ Fpn € Aut(Fpn /Fp),
and hence for some o(n) in Z
o | Fyn = (Frob | Fpn )™,

All that matters here is the congruence-class of o(n) modulo n. Thus we
have an injective map

o (o(n): neN)
from Gal(F,) to [],cnZ%/nZ. The map is not surjective, but if m | n,
then since Fpm C Fpn we must have

o(n)=oc(m) (mod m).

However, suppose an element (o(n): n € N) of [[, .y Z/nZ meets this
condition. For any z in F,™® we can define an element ¢ of Gal(F,) by

o(m)
x% = af

)

where € Fpm. (Here 27 is of course the image of « under o.) This
definition of 7 is independent of the choice of m, since if also x € Fyn,
then

T € Fpgcd(m,n),
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9 Finite fields

o(m) = o(ged(m,n)) =o(n) (mod ged(m,n))

and therefore - ed(mon) .
o(m o(ged(m,n o(n
z? =P =z .

Thus

Gal(F,) = {(o(n): n e N) € [[z/nZ: )\ 7}(0(n)) = a(m)}

€N m|n

where 77, is the quotient-map x + nZ — x +mZ from Z/nZ to Z/mZ.

m

In particular, Gal(F,) has a certain ‘universal property’ with respect to
the system of groups Z/nZ and homomorphisms 77:

1. Gal(F,) is a group G from which there is a homomorphism hS to
Z/nZ for every n in N such that, if m | n, then
7" o hS = hG

m*

2. For every such group G, there is a unique homomorphism h from
G to Gal(F,) such that, for each n in N,

he = 3 ) o,

See Figure 9.2. Therefore Gal(F,) is called a limit of the given system of

Gal(F,)
Th
GalED) G pGHI(E)
Z/nZ — Z/mZ

m

Figure g.2: The universal property of Gal(F,)

groups and homomorphisms. This is the category-theoretic sense of limit
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9.4 Pseudo-finite fields

as given in, say, [9, p. 705| or [2]. Every set of groups, equipped with
some homomorphisms, has a limit in this sense, though the limit might
be empty.

The group Gal(F,) is called more precisely a projective limit or an
inverse limit of the system of groups Z/nZ with the quotient-maps,
because any two of these groups are quotients of a third. This condition
is not required for the existence of the limit.

We give the finite groups Z/nZ the discrete topology, and their product
the product topology. This product is compact by the Tychonoff Theorem
(mentioned above on page 71). The image of Gal(F,) in this group is
closed, so it too is compact: it is called a pro-finite completion of the
system of finite cyclic groups.*

9.4 Pseudo-finite fields

Two examples of infinite models of the theory of finite fields are:
[I Fo/m, [ Fpm/n, (t)
p prime neN

where in each case M is some non-principal maximal ideal. The first
example has characteristic 0; the second, characteristic p.

By the ‘Riemann Hypothesis for curves’ as proved by Weil,? for every
prime power ¢, for every curve C of genus g over Iy, the number of
Fg-rational points of C' is at least

1+q—29\/q.

In particular, if ¢ is large enough, then C' does have an F,-rational
point.

A field K is called pseudo-algebraically-closed or PAC if every plane
curve defined over K has a K-rational point. This condition entails that
every absolutely irreducible variety over K has a K-rational point.3

*Perhaps one should talk about convergent sequences here. . .
2See for example [14, Ex. V.1.10, p. 368] or [12, Thm 3.14, p. 35)-
3See [12, ch. 10, pp. 129-131].
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9 Finite fields

The following are now true of every infinite model of the theory of finite
fields:

1. It is perfect.

2. It has exactly one extension of each degree (in some algebraic clo-
sure).

3. It is pseudo-algebraically-closed.

This is not obvious, even given the results stated above; one must show
that these conditions are first-order, that is, the structures that satisfy
them make up an elementary class. By the definition of Ax [1], a field
with the first two of these properties is quasi-finite; with all three of
these properties, pseudo-finite. So every infinite model of the theory
of finite fields is (quasi-finite and) pseudo-finite. Ax proves the converse.
In particular, Ax proves that every pseudo-finite field is elementarily
equivalent to a non-principal ultraproduct of finite fields, and indeed to
one of the ultraproducts given above in (f). The method is as follows;
here I use Ax [1] and also Chatzidakis [6].

For every field K, the field Abs(K) of absolute numbers of K consists
of the algebraic elements of K (here algebraic means algebraic over the
prime field). The following is [1, Prop. 7/, §10, p. 261].

Lemma. For every field K of prime characteristic p, there is a mazimal
ideal M of [], cn Fpn such that

neN"p

Abs(K) = Abs([ [ Fpe /M).

neN

Proof. Because Fpalg = UpenFpr as in (x) on page 104, we need only
choose M so that, for all m in N,

Fpm €K = Fpn C [] Fpr /M.
neN

For each m in N, let f,,, be an irreducible element of F,,[X] of degree m.
Then each zero of f,, generates F,m over F,. So we want M to be such
that
Fpm C K <= fp, has a zero in H Fpn /M.
neN
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Let F be the ultrafilter on N corresponding to M, that is,

F={N~supp(f): feM}={{n: f,=0}: f e M}
Then

fm has a zero in H Fypr /M <= {n: fn, has a zero in F;n} € F.
neN

Moreover,
fm has a zero in Fyn <= m | n.

So, combining all of our equivalences, we want to choose F' on N such
that
Fpm CK <= {n:m|n}e€F.

For each m in N, the subset
{k:k|m & Fro CK}

of N is a sublattice of the lattice of factors of m with respect to divisibility:
in particular, it contains the least common multiple of any two members.
It also contains 1.4 Therefore it has a maximum element, say g(m). The
arithmetic function g is multiplicative:

ged(m,n) =1 = g(mn) = g(m) - g(n).

Now let
b = {a: ged(m, x) = g(m)}.

Then the function m — b, is also multiplicative, in the sense that
ged(m,n) =1 = byn = by N by, 1)
Indeed, suppose ged(m,n) = 1. Then or all z in N,
ged(mn, x) = ged(m, x) - ged(n, x),

and these factors are co-prime, being respectively factors of m and n.
But also g(mn) = g(m) - g(n), and these factors are co-prime, being
respectively factors of m and n. Therefore

ged(mn, z) = g(mn) <= ged(m,z) = g(m) & ged(n,z) = g(n).

4Thus it contains the least common multiple of every (finite) set of members, includ-
ing the empty set.
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9 Finite fields

So we have (). Moreover, we have also
mgn - bgngbgm. (§)

For, we have

b = o WOy L), i g (7)< 27,
{{"y: y € N}, if g(£) = ¢m,
and also
m<n = g({™) =min(¢™,g((")).
Now we can just check that (§) holds in each of the three cases
g(gn) =", < g(gn) <", g([n) <A™
So we have finally
by N by = blcm(m,n)~
Thus, since each b,, is nonempty, the set of these generates a proper filter
on N. Let F be an ultrafilter on N that contains all of the sets b,,. We
claim that this F' is as desired. Indeed,
o if F,m C K, so g(m) =m, then b,, = {mz: x € N};
o if Fym ¢ K, so g(m) < m, then b,, N {ma: z € N} = &.

Consequently the following are equivalent:

Fym CK,
{mz: x € N} € F,
fm has a root in H Fpn /M,
neN
Fpm C [ Fpr /M. O
neN

The lemma has a companion [1, Prop. 7], namely that for every quasi-
finite field K of characteristic 0, there is a maximal ideal M of J[ F,
such that
Abs(K) = Abs([ [ F,/M),
P
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9.4 Pseudo-finite fields

but the proof is more difficult. Since all fields of characteristic 0 are per-
fect, quasi-finiteness in this case just means having exactly one extension
of each degree. In this case the field of absolute numbers has at most one
extension of each degree. This is because, if « is algebraic over Abs(K),
then « has the same degree over K that it has over Abs(K). For, the
minimal polynomial of o over Abs(K) is a product

[ - ),

i<n

the «; being the conjugates of o over Abs(K). The minimal polynomial
over K is a factor of this; so its coefficients are polynomial functions
of (some of) the conjugates of o over Abs(K). So the coefficients are
algebraic (over Abs(K)); therefore the already belong to Abs(K), by its
definition.

We now want to prove [1, Thm 4, §8, p. 255, that if F and F’ are
pseudo-finite fields, then

Abs(F) = Abs(F') = F=F'. (1)

With this and the foregoing lemma, we shall have that every pseudo-finite
field (at least in positive characteristic) is elementarily equivalent to an
ultraproduct of finite fields.

To establish (), since Abs(F') is determined by Th(F), we can replace F'
and F’ (respectively) by elementarily equivalent fields. In particular, we
can replace them with ultrapowers with exponent w; these ultrapowers
are wi-saturated by Theorem 13 on page 81. Now take a countable ele-
mentary substructure Fy of F'; this exists by the downward Lowenheim—
Skolem—Tarski Theorem, Theorem 2. One shows [6, 5.10, Lemme de
plongement| that this embeds in F’ under a monomorphism ¢q. Then F”
has an elementary substructure F{j that includes the image of Fy; and Fj
embeds in F under a monomorphism ¢} that extends ¢o~!. Continuing,
we obtain isomorphic elementary substructures Fy, and F, of F' and F’
respectively. See Figure 9.3. This establishes ().
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F F’

UnEw Pn
/
F, ==L pr

¥o

Fo wolFo]

Figure g.3: Isomorphisms of pseudo-finite fields
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10 Schemes

Sources for the algebraic geometry of this chapter include Coombes [16]
and Hartshorne [14]. The main point is to look at the ultraproduct scheme
at the end; this work is based on the first of the three MSRI/Evans Hall
Lectures, given at the University of California at Berkeley in the spring
of 1998 by Angus Macintyre.*

10.1 The spectrum of a polynomial ring

In §8.4, letting f range over K[X] where X = (X° ..., X""!), and
letting @ range over L™ where K C L, we used the equation f(x) =0
to establish a Galois correspondence between the K-closed subsets of L™
and certain radical ideals of K[X]. If L is large enough (by Theorem 28
on page 100)—more precisely, if L includes K?# (by Theorem 29 and
its corollary)—, then the Galois correspondence is between the K-closed
subsets of L™ and (all of) the radical ideals of K[X]. In particular, the
correspondence is inclusion-reversing. Thus the set of radical ideals of
K[X] encodes the topological structure of L™ for sufficiently large L,
even for L including K®.

Suppose indeed K8 C L. We want more than the Galois correspon-
dence. Suppose we are given a particular f in K[X]. We are interested
in its zero-locus, the K-closed set Zp(f); and this now corresponds to
Ix(Z1(f)), which is v/(f). We should should like to have a way of pick-
ing out this ideal among all of the radical ideals of K[X], without having
to refer to L. One way of doing this is simply to observe that /(f) is
the intersection of all radical ideals of K[X] that contain f. We shall
develop an alternative that is in some ways more satisfying.

*These lectures used to be preserved on the MSRI website; but I could not find them
there, the last time I looked.
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If a € L™, let us write Ix(a) for Ix({a}). That is,
Ix(a) ={f € K[X]: f(a) =0}.

This is always a prime ideal. In particular, it is radical. Moreover, for
every subset A of L",

I(A) = [ Ix(@).

xcA

In particular,

Ix(ZL(f)) = n I ().

z€Zr(f)

Thus Ix(ZL(f)) is the intersection of some prime ideals of K[X] that
include it. Therefore it is the intersection of all prime ideals of K[X]
that include it.

Let us henceforth denote K[X| simply by R. Then the set of all prime
ideals of K[X] is denoted by

Spec(R).

(This will later be understood as part of the spectrum of R.) Usually p
will be understood as ranging over this set. We have the following.

Theorem 3o0. For all radical ideals a of R,

a= ﬂ{p € Spec(R): a C p}.

In particular, for all f in R,
V() =(){p € Spec(R): f € p}.
Proof. If L is large enough, then we now have

a=Tx(Z(a) = {p: Tx(Ze(a) Cp}=({p: a Cp}.
Also, for all p in Spec(R),

V(f)Cp <= fep. 0
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This theorem is true for arbitrary rings R (see Theorem 34 below); but
in the present case the work of proving it has already been done for the
Nullstellensatz (Theorem 28).

In the theorem, the condition that f € p is equivalent to the condition
that f +p =0 in R/p. Moreover:

Theorem 31. The homomorphism

J = (f+p:peSpec(R))

from R into the product
IT =&/

pEeSpec(R)

is an embedding.

Proof. The kernel of this map is [ Spec(R), which is the trivial ideal
since this ideal is prime. O

So if L is large enough, that is L O K®#, we have a one-to-one corre-
spondence between:

e closed subsets Zp,(a) of L™;
e radical ideals a of R;
e subsets {p € Spec(R): a C p} of Spec(R).

Moreover, suppose we write
(fp:p € Spec(R)) = (f +p: p € Spec(R)).

That is, we consider this as a function p — f, on Spec(R), where f, €
R/p. If AC R, then

{p € Spec(R): A Cp} = ] {p € Spec(R): [ € p}
feA

= ﬂ {p € Spec(R): f, = 0}.

FEA

This is a kind of zero-locus. If f € R, we can define

Z(f) = {p € Spec(R): fp = 0}
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(with no subscript on the Z this time), and if A C R, we define

Z(A) = () Z(f).

feA

Just as in §8.3, by the same proofs, we have
Z(A) = Z(V(4)),

and these sets are the closed sets of a topology on Spec(R). In particular,
to establish
Z(a)UZ(b) =Z(anb)

corresponding to (i) on page 93, we need that the functions p — f,
on Spec(R) take values in integral domains; and this is the case, since

fo € R/p.

The inverse image of the basic closed set Z(f) under x — I (x) is just
Z1(f), since

{gel”: Ix(x) € Z(f)} ={x e L": f € Ix(x)}
={xel’: f(x)=0}
=7Zr(f)

Thus the function & — Ix(x) from L™ to Spec(R) is continuous, and
moreover, every closed subset of L™ is the inverse image of a closed subset
of Spec(R). The argument here uses nothing about L (except L O K, as
always).

The function x — Ix(x) injective on K", since if a € K™ then
Ig(a) = (X% —a®. .., X"t —a" ).

The map is not generally injective: if n = 2, K = Q, and L is R or C,
then

Le((mm) = (X = Y) = Lie((e, ).
The map is not generally surjective, even if L is large enough to ensure
a = Ix(Zr(a)) for radical a: If L = Q*2, then (X —Y) is not in the
range. But still the map is surjective when L is large enough, not just
‘algebraically’, but also ‘transcendentally’:
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Lemma. If K(X)"8 C L, then every prime ideal of K[X] is 1k (a) for
some a in L™.

Proof. Suppose p is a prime ideal of K[X]. We can embed K[X]/p in
L over K. Let a' be the image of X* + p under this embedding. Then
for all f in K[X] we have that f(a) is the image of f + p. Therefore
IK((I) =p. ]

Theorem 32. If K(X)™% C L, then the map x s I (x) from L" to
Spec(R) is surjective, continuous, closed, and open.

Proof. The lemma gives surjectivity. Before that, we proved continuity.
We also proved that closed subsets of L™ are inverse images of closed
subsets of Spec(R). Taking complements, we have that open sets are
inverse images of open sets. By surjectivity, a set is the inverse image
only of its own image; so @ — Ix (@) must be closed and open. O

Thus, if K(X)™%, then L™ is nearly indistinguishable from Spec(R).
However, as we observed with (71, 71) and (e, e), the former space can con-
tain distinct, but topologically indistinguishable, points: distinct points
a and b such that every open set containing one of them contains the
other. This just means I (a) = Ix(b), that is, the two points are sent to
the same point of Spec(R). The Spec(R) itself is not Hausdorff, but it is
‘To’: if p and q are distinct points of Spec(R), then there is f belonging
to p A q, and this means Z(f) contains only one of the points.

It will be useful to have a notation for the open subsets of Spec(R). If
f € R, let us write

Us =Z(f)" = {p € Spec(R): f ¢ p}.

If ACR, we let

Us=27(A) = | J Up ={p € Spec(R): A Z p}.
feA

These are the open subsets of Spec(R), and each of them is U, for some
radical ideal a of R.

117



10 Schemes
10.2 Regular functions

At the beginning of the last section, we considered the equation f(x) = 0,
where f € K[X] and & € L. We have generally f(x) € L, that is, f isa
function from L™ to L. There can be other such functions. An arbitrary
function h from a subset S of L™ to L is regular (or more precisely
K -regular) at a point a of S if there is a neighborhood U of a (in the
Zariski topology over K, restricted to S) and there are elements f and g
of K[X] such that, for all  in U,
h(x) = M
9(x)

The function is regular, simply, if it is regular at all points of its do-
main. The only regular functions on L™ itself are the elements of K[X].
However, let

So =7 (Y? - X3\ Zp(X), S =7 (Y? - X3 N Zp(Y).

These are open subsets of their union. On Sy and S; respectively there
are regular functions hg and h; given by

Yy X
h == h ==,
O(xay) I’Q’ 1($7y) y

These two functions agree on Sy N Sy, since y? = 2 for all (x,y) in that
set (and even in Sy U Sy). Thus hgUh; is a regular function h on Sy U Sj.
However, there are no f and g in K[X,Y] such that, for all (z,y) in
So U S1, hiz,y) = f(x,y)/g(as,y)

In the example, SoUS] is an open subset of the closed subset Zy (Y2 — X3)
of L?. For now, we shall look just at open subsets of the powers L™
themselves.

If p is a prime ideal of K[X], and f and g in K[X] are such that  —
f(x)/g(x) is well-defined (and therefore regular) on L™ ~\ Zp(p), this
means f/g is a well-defined element of the local ring K[X],.

Now write R = K[X] as before, and let a be an arbitrary radical ideal
of R, so that U, is an open subset of Spec(R). We define shall define a
sub-ring, to be denoted by

0(Ua),
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10.2 Regular functions

of the product?

11 &

peUa
See Figure 10.1. Elements of this product are functions on U,; so as

Ry

Spec(R)

Figure 10.1: A stalk of a sheaf (see p. 121)

before we have a notion of being reqular: An element h of the product is
regular at a point p of U, if, for some open subset V of U, that contains
p, there are f and g in R such that, for all q in V,

he = L.
g

Note that this requires g ¢ q. The ring €(U,) consists of the elements of
[I,cu, Ry that are regular at all points of Us.

There is a simpler definition when a is a principal ideal (g). In this case,
one shows

0Uy) 2{g": ke w} 'R,

because the map /9" + (z/9": p € U(y)) from this ring to &(U(g)) is
injective and surjective. See Hartshorne [14, Prop. Il.2.2, p. 71].

?Note well that the factors of the product are the localizations Ry, rather than, say,
the quotient-fields of the quotients R/p. However, in the other case that we shall
be interested in, where R is itself a product of fields, then the integral domains
R/p will already be fields, which are isomorphic to the localizations Rp. See §10.5
below.
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If U and V are open subsets of R such that U O V, then the restriction-
map from [[ iy Ry to [[,cy Ry itself restricts to a map pY from O(U)
to O(V). If h € O(U), we then write

pv(h) =h V.

The function U — &(U) on the collection of open subsets of R, to-
gether with these homomorphisms pyy, is called a pre-sheaf of rings on
Spec(R) because:

0(2) = {0}, py = idy, Py = Py © Py

(The notation p‘[} implies U D V; so for the last equation we have U D
V O W.) We now have a situation that is ‘dual’ (because the arrows are
reversed) to that of the Galois group Gal(F,): see page 106. For all p in
Spec(R), Ry has a certain ‘universal property’” with respect to the system
of rings &(U) such that p € U:

1. Ry is a ring A to which there is a homomorphism hY from &(U)
for such that, if U O V, then

hY o pY =nY.

2. For every such ring A, there is a unique homomorphism h to A
from R, such that
hy =hohl .

See Figure 10.2. Therefore R, is called a co-limit or direct limit of
the given system of rings. This limit can be obtained as a quotient of
the sum ZpGU O(U) by the smallest ideal that contains, for each pair U
and V such that U D V, every element z such that zy = p¥(zr), and
zw =0if Wisnot U or V.

The pre-sheaf U — €(U) is further a sheaf of rings because it has two
additional properties:

1. Ifhe O(U),and h [ V =0 for all V in an open covering of U, then
h =0.
2. If there is hy in €&(V) for every V in an open covering of U, and

hy I (VOW)=hw [ (VOW)
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Figure 10.2: The universal property of R,

for all V- and W in this open covering, then for some h in &(U),
for each V in the open covering,

hy =h V.

The local ring R, is the stalk of the sheaf at p. In the fullest sense,
the spectrum of R is Spec(R) as a topological space equipped with this
sheaf. The sheaf is then the structure sheaf of the spectrum of R.

10.3 Generic points and irreducibility

This section is here for completeness, but will not be used later. Every
point a of L™ is called a generic point of Z;(Ix(a)); more precisely,
a is a generic point over K of Zj;(Ix(a)). In the example on page 116,
(7, 7) and (e, e) are generic points of Z(X —Y) over Q.

In any case, if for some radical ideal a, the algebraic set Zz(a) has a
generic point, then a must be prime. The converse may fail. For example,
Z1((X —Y)) has no generic point if L C Q. However, to Theorem 32,
we have the following

Corollary. If K(X)alg C L, then the zero-locus in L of every prime
ideal has a generic point.

A closed subset of L™ is called irreducible if it cannot be written as the
union of two closed subsets, neither of which includes the other.
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Theorem 33. For all radical ideals a of K[X], if K& C L,
a is prime <= Zy(a) is irreducible.

Proof. If p is prime, and Zp,(p) = Zp(a) UZ(b) for some radical ideals a
and b, then (by Hilbert’s Nullstellensatz)

p=anhb,
so we may assume p = a and therefore Zy,(a) D Z(b).

Suppose conversely Zy,(a) is irreducible, and fg € a. Then

Zp(a) =Zr(aU{f})UZL(aU{g}),

so we may assume Zy,(a) = Zp(aU{f}) and therefore (again by Hilbert’s
Nullstellensatz) f € a. O

For example, L™ itself is irreducible, since the zero-ideal of K[X] is prime.
Therefore the closure of every open subset is the whole space L™. In any
case, every closed set is the union of only finitely many irreducible closed
sets: this is by the corollary to the Hilbert Basis Theorem (Theorem 25
on page 94). Hence every radical ideal of K[X] is the intersection of just
finitely many elements of Spec(K[X]).

10.4 Affine schemes

The construction of the spectrum of K[X] can be carried out for any ring
(that is, commutative unital ring). For an arbitrary ring R, we can still
let Spec(R) be the set of prime ideals of R. Then every element f of R
determines a function p — f, on Spec(R), where f, is the element f +p
of R/p. However, the corresponding map

[ (fp: p € Spec(R)) (*)

from R to HpESpec(R) R/p need not be injective. For example, the kernel
of this map contains X + (X?) when R = K[X]/(X?).

We do have the generalization of Theorem 30 on page 114:
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Theorem 34. For all subsets A of R,

V(4) = m{p € Spec(R): A C p}.

Proof. Tt is clear that the intersection includes v/(A). Now suppose = €
R~+/(A). Let b be an ideal of R that is maximal with respect to including
V/(A), but not containing any power of z. Say y and z are not in b. By
maximality,

x€b+ (y), x € b+ (2),

and therefore
22 € b+ (y2),

so yz ¢ b (since 2 ¢ b). Thus b is prime. O
Corollary. () Spec(R) = v/{0}.

In particular, the kernel of f + (fy: p € Spec(R)) is v/{0}. (Again this
is non-trivial if, for example, R = K[X]/(X?).)

As before, we still obtain a Galois correspondence between certain subsets
of R and of Spec(R). If A C R and B C Spec(R), we define

Z(A) = () {p € Spec(R): f, = 0} = {p € Spec(R): A C p},
feA

I(B)= ({f€R: f,=0}=()B.

peB
As before,
Z(A) = Z(V(A)).

So the sets Z(A) (where A C R) are just the sets Z(a) (where a is a
radical ideal of R). Moreover, by the last theorem, if a and b are distinct
radical ideals, then Z(a) # Z(b). Thus we have:

Theorem 35 (Nullstellensatz). The functions V +— I(V) and a — Z(a)
establish a one-to-one order-reversing correspondence between the radical
ideals of R and certain subsets of Spec(R). O
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If A C R, we define
Uas=7Z(A)° ={p € Spec(R): AL p}.

Theorem 36. The subsets U, of Spec(R) are the open sets of a topology
on Spec(R).

Proof. Since the elements p of Spec(R) are prime, we have

abCp < aCpor bCp

or rather
abZp < adp & bLp.

Therefore

UsNUp = Uygp -
Also, Spec(R) = U(y). Finally, if A is a collection of ideals of Spec(R),
then

U Ua=Us 4.

acA
(As a special case, @ = Uggy.) O

The topology just given is of course the Zariski topology. Just as
before, we obtain the sheaf U +— &(U) of rings on Spec(R), with stalks
R,. Continuing the example on page 118, we may let

R=K[X,Y]/(Y? - X?).
Let  and y be the images of X and Y respectively in R. Then
Uy = Uz UU,
and

peU, = S eR, peUy:>geR,,,

and if p € U, NU,, then y/2? and z/y are the same element of R,. Thus
we obtain an element of (U, ).
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The spectrum of a ring is called an affine scheme. One point of intro-
ducing this terminology is that a scheme, simply, is a topological space
with a sheaf of rings such that such that every point of the space has
a neighborhood that, with the restriction of the sheaf to it, is an affine
scheme. However, we shall not look at schemes in general. In fact we shall
look at just one affine scheme whose underlying ring is not a polynomial
ring.

10.5 Regular rings (in the sense of von Neumann)

Again R is an arbitrary ring (commutive and unital as always), and p
is a prime ideal. We have worked with both the quotient R/p and the
localization R,. Are these two rings ever isomorphic? More precisely, is
there ever a well-defined isomorphism

x

from R/p to R,?

e There is, if R is already a field.
e There is not, if R is an integral domain that is not a field; for in
this case the homomorphism from R to R, is a proper embedding.

The homomorphism = + p — z/1 is well-defined if and only if

TEP = %:0,

that is, if x € p, then z-s = 0 for some s in R\ p. In particular, we must
have p C Iy (the set {0} U {zero-divisors}, defined on page 84).

The homomorphism x + p — x/1 is injective if and only if
x
1= 0 = z€p,
that is, if x - s = 0 for some s in R \ p, then = € p. Since p contains

0 and is prime, the homomorphism is automatically injective (if it is
well-defined).
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The homomorphism is surjective if and only if, for all z/y in R, there is
z in R and there is s in R ~\ p such that (z — yz) - s = 0, that is,

TS = Yz8s.

It is enough if, for some z,

TY = Yzy.
It is then enough if z has the form xy* for some y*. Then it is enough
if

Yy=yy"y.
A ring in which for every element y there is y* with this property is called
a regular ring (in the sense of von Neumann).3

A Boolean ring is a regular ring: just let * be 1 or z (or anything in
between). We have shown in effect that every such ring embeds in a
power Fy® of the two-element field. More generally, if (K;: i € Q) is an
indexed family of arbitrary fields, then the product

[[ %
i€Q

is a regular ring. Indeed, if z € R, we can define z* by

. xi_l, if 331750,

Then indeed xx*x = x. We shall see presently that all regular rings
embed in such products.

Theorem 37. Let R be a reqular ring, and let p be a prime ideal, then
the map

pe s
o z
P

is a well-defined isomorphism from R/p to R,. Moreover, each of these
rings is a field. Thus p is mazimal.

3The definition applies to non-commutative rings as well.
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Proof. For all z in R, we have x = zz*x, that is,
z-(1—zz")=0.
Since p is a proper ideal, we have
TEP < 1l—zx* € R\ p.

Thus, as above, the homomorphism is well-defined. It is then injective
and surjective, as we said. In particular, in R,

1
% #0 < z € R\ p < — is well-defined;
T

so R, is a field. O

The map in (%) on page 122 is now an embedding into a product of
fields:

Corollary. FEvery regular ring R embeds in the product

II B/

peSpec(R)

(which is a product of fields) under the map
f = (f+p:p € Spec(R)).

Proof. We need only note that the given map is injective, which it is
because all ideals of R are radical, so that

() Spec(R) = V{0} = {0}. O
10.6 The ultraproduct scheme

Now let R be the product [, , K; of fields as above. As p ranges over
Spec(R), the quotients R/p are just the possible ultraproducts of the
fields K;. We want to investigate how these arise from the structure
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sheaf of the spectrum of R. So, letting a be an ideal of R, we want to
understand &' (Uy).

We can identify Spec(R) with Spec(Z2(f2)), and more generally, we can
identify ideals of R with ideals of &(Q). Because R, = R/p, we may
assume
o(Ua) < [] R/p
peUa

Here we may treat a as an ideal of Z2(Q), so U, can be thought of as
an open subset of Spec(#(£2)). Then, in the product [] .y, R/p, the
index p ranges over this open subset, but in the quotient R/p, the index
returns to being the corresponding ideal of R.

Let s € [[,cy, R/p. Every principal ideal in Ug is (2 \ {i}) for some i
in Q. In this case we have a € (Q \ {i}), that is,

z’eUa.

Let us denote (2 ~ {i}) by p(¢). There is only one prime ideal of Z(Q)
that does not contain {i}, namely p(i). Thus

Uy = {p(@)}-

In particular, s is automatically regular at p(i). We want to understand
when s is regular at not-principal ideals.

Still considering also the principal ideals, we have

Let sp(;) be sent to s; under this isomorphism, so whenever x in R is such
that z; = s;, we have

Spi) =T+ p(z)
By definition, we have s € &(U,) if and only if, for all p in Uy, for some
subset Uy of a such that b € p, for some z in R, for all g in Up,

Sq =T +¢.

We may assume b is a principal ideal (A), where A € a~p. If qin Uy
here is the principal ideal p(j), so that j € A, we must have z; = s;.
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10.6 The ultraproduct scheme

More generally, g € U4 means A ¢ g, so A is g-large, and hence for all z
in R, x + q is determined by (z;: i € A). Thus we may assume
x=(s;:1€Q).
This establishes that ¢(Us) is the image of R in [,y R/p:
O(Us) ={(z+p:peUy): z € R}

In particular, &(U,) is a quotient of R, that is, a reduced product of the
K;. More precisely,

0(Ua) = R/b,
where
peUu agp

It follows that
oU.) = [ K- (t)
i€Ua
We can see this in two ways. For example, if p € Ug, so that a € p,

then (Ja ¢ p, that is, [Ja is p-large. Therefore the image of z in &(U,)
depends only on (z;: ¢ € [Ja). This shows that &(U,) is a quotient of

HieU a K;.

It is moreover the quotient by the trivial ideal. For, if i € |Ja, then
p(i) € Uy, so that « + p(¢) depends only on x;, that is,

x+p(i)=0 < z; =0.

This gives us (7).

Note that possibly | Ja ¢ p, although a C p. Such is the case when p is
non-principal, but a is the ideal of finite sets. However, we always have

Uagr = Jao) Z».

Another way to establish (}) is to show

ﬂp:(Q\Ua).

afp
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X CO~Ua, and a € p, then Ja ¢ p, so @\ Ja € p, and therefore
X € p. Inversely, if X ¢ @~ Ja, then X N{Ja has an element ¢, so that

X ¢ p(i) and a & p(d).

Because the stalk R, is always a direct limit of those &'(U) such that p €
U, we have in the present situation that the ultraproduct [[,., K;/p is a
direct limit of those products [[;. 4 K; such that A ¢ p. Symbolically,

[T &/ =tim{ [ K:: A ¢t p}.
1€Q €A

Equivalently, the ultraproduct is the direct limit of those R/a such that
a is a principal ideal included in p:

[T xi/o = tim{ ] Ki/(B): B e p}.

i€Q 1€Q
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